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Table 1
Statistical Distributions
Table Values and Right-Tail Probabilities

Continuous Discrete
Normal 1. Binomial
Two-paremeter gamma 2. Negative Binomial
Central F 3. Poisson
Beta 4. Hypergeometric
Student’'s T 5. Gamma Function
Weibull 6. Beta Function
Chi-square 7. Single Term Binomial
Laplace 8. Single Term Negative Binomial
Logistic 9. Single Term Poisson

10. Single Term Hypergeometric



Commentary

The Stat Library, which we have developed for Hewlett-Packard, is an integrated package
developed specifically for the HP desktop computers. We set as our objective in preparing this
library to develop an integrated system which provides the user with a flexible collection of
routines for data manipulation, exploration, and analyses. The package uses a common front
end, which provides for considerable flexibility in data handling. The Basic Statistics and Data
Manipulation (BSDM) front end has been updated and enhanced for inclusion with this library.
The programs are interactive in operation using the CRT display to list a “‘menu’’ of options at
appropriate times. The group of special function keys are used only with the BSDM routines to
connect the user directly with a specific operation. The statistical analyses range from the very
elementary summary statistics to complicated routines for principal com-ponents and factor
analysis.

The figure on the next page is a diagram showing the essential organizational structure of the
Stat Library. Notice that there are six major segments in the Stat Library which operate on the
data: Input Routines, Manipulation Routines, Data File Management Routines, Selection
Routines, Data Exploration Routines, and Statistical Analysis Procedures.

This library has evolved out of our ten years’ experience in developing software for desktop
computers. We are currently using these routines in our Statistical Laboratory. We hope you
will find them useful.

Thomas J. Boardman, Ph.D.
Professor-In-Charge
Statistical Laboratory
Colorado State University
Fort Collins, CO 80523
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HP Stat Library

Integrated Statistical Routines

DATA
INPUT EXPLORATION
ROUTINES ROUTINES
SELECTION
DATA ROUTINES
MANIPULATION DATA FILE S vaa”
ROUTINES MANAGEMENT PROCEDURES
Operation Subprogram Package
(Key Words) Description Containing Routine
Input Routines BSDM
Keyboard Direct numeric input by the user.

Of data previously stored on one of
several mass storage devices.

Mass Storage

Graphics Input
Other

Using the Graphics Tablet

User supplied routines

Manipulation Routines

Sort Sorting data on one or two variables.

Join Joining two data sets either by adding
variables or observations to existing set.

Rename Change variable label, subfile name, or
project title.

Subfile Several methods to specify or create
subfiles (groups within your data set).

Recode Method to recode variable values into
another variable.

Edit To correct, add, or delete observations

or variables.

Transformation By algebraic routines including user
supplied function. To assign missing
values. To create new variables by us-
ing ranks, subfile codes, sequence num-
bers, standardized scores, or lagged vari-

ables.

Data Recovery A backup data file may be accessed if

necessary.

(Continued)



Data File Management Routines
Store

Store Subfile(s)
Store Variables

Direct
Purge

Selection Routines
By Subfiles

Exclude Missing Values

Select

Data Exploration Routines
Selected Listing

Scan

Summary Statistics

Graphics Displays

Frequencies

Cross Tabulation

Save data set on user file.
Save particular subfile on a user file.
Save particular variables on a user file.

Obtaining a catalog or directory of data
file(s).

Eliminate selected data files.

To choose a portion of the data for
further analyses.

Always excluded from analyses and
data exploration routines.

To choose a portion of the data set for
further processing on the basis of values
from one or two variables. The values
selected are shown on the CRT and the
data set is reduced down to the selected
data set size.

Several ways are available to list all or a
portion of the data set.

Same as Select (above) except that
data set is not reduced.

Many basic statistics such as mean,
median, standard deviation, etc., on all
or a portion of the data set.

Eight common statistical graphics for
studying data sets such as normal prob-
ability plots and semi-log plots.

Under development for future addition
to library.

Under development for future addtion
to library.

(Continued)

BSDM

BSDM

BSDM

BSDM

BSDM

Stat Graphics
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Statistical Analysis Procedures
General Parametric Methods

General Nonparametric Method

Regression Analyses
Polynomial
Multiple Linear Regression
Stepwise

Nonlinear

Standard Nonlinear

Analysis of Variance (AOV)
One Way

One Way Covariance
Two Way Unbalanced
Factorial

Split Plot

Nested

Principal Components
and Factor Analysis

(Others)

Common one, two-independent, and
two-paired sample inferential proce-
dures. Also one way analysis of variance.

Common one, two-independent, and
two-paired sample nonparametric in-
ferential procedures. Also the Kruskal
Wallis test for 3 or more independent
samples.

Selection procedures including the step-
wise, forward, backward, and manual
routines.

From user supplied functions using the
Marquardt Compromise algorithm.

Several common nonlinear models are
available for use on your data set.

One way AOV procedure.

One way analysis of covariance proce-
dure.

The AOV procedure for two way facto-
rials which are unbalanced.

AOQOV procedure for up to 5 factors with
balanced data.

AOV methods for several types of split
plot designs with up to 4 factors.

AOV methods for completely or partial-
ly balanced nested designs.

Common multivariable dimension re-
duction procedures. Extensive use of
graphics.

In the future.

General Statistics

General Statistics

Regression Analysis

Analysis of Variance

Principal Components
and
Factor Analysis



Description

Basic Statistics
and Data Manipulation

General Information

This set of programs allows you to create a statistical data base which can be accessed by
other Hewlett Packard statistical routines. It alleviates the need to key in data each time a new
statistical procedure is used.

The capabilities of this set of programs include data entry and several manipulative data
operations. A wide variety of summary statistics may be obtained. In addition, the programs
have many ease-of-use features — the human interface is a major concern in designing the
programs. Specific capabilities follow.

Data Entry:

Data Manipulation:

Summary Statistics:

Other Features:

Keyboard

Magnetic media (flexible discs)
Graphics tablet

Other input devices (paper tape, etc.)

Edit incorrect/incomplete data sets

Transform — both algebraic and non-algebraic
Assign codes to intervals of data

Sort

Divide data set into subfiles

Join two data sets

Select portions of the data

Basic statistics (mean, standard deviation, etc.)
Correlation matrix
Order statistics (max, min, median, etc.)

Error detection

Easy error correction

Variables can be named

Data can be stored for future reference
Data can be listed

Data can be scanned for specified qualities
A backup file of the data can be recalled
Printer unit can be changed

Missing data values can be assigned



Typical Program Flow

Get data into memory from
keyboard or disc
(RESTART)

l

List the entered data
(LIST)

1

Correct mistakes
(EDIT)

!

Break the data into subfiles
(SUBFILE)

!

Transform the original data
by normalizing, etc.
(TRANSFORM)

l

List the edited and transtormed
data set
(LIST)

1

Obtain basic statistics such as
means, standard deviations, etc.
(STATS)

!

Go to an advanced statistical routine
such as Regression, AOV, etc.
(ADV. STAT)




Special Considerations

Data Matrix Configuration

The data matrix incorporated in this program should be thought of as a p-by-n array whose
columns correspond to observations and whose rows correspond to variables as shown
below.

OBSERVATIONS
O, O, O0; .. O,
Vi
Va
VARIABLES Vs
v,

Subfiles may be created, in which case the structure becomes only slightly more complex as
shown below.

OBSERVATIONS
SUBFILE 1 SUBFILE 2 SUBFILES
Ol 02-"On| On,+1"'On1+n2 On1—+—.4.n 7l+1~-'on1+,..+ns
Vi
Ve
VARIABLES '
v

Scratch Data Sets

There are two data files which are used by the statistical data base. They are “DATA” and
“BACKUP”’. DATA is the file which contains the most current form of your data matrix. It is
updated upon completion of any procedure which modifies the data matrix or any variable
names. Thus, DATA contains the data that will be used for any statistical calculations. BACK-
UP on the other hand, is not updated automatically. After the data has been first entered a
copy of the DATA file is automatically put into BACKUP. From then on BACKUP can only be
modified manually via the BACKUP PROCEDURE. This procedure will also let you retrieve
the BACKUP file and copy it to the DATA file. So, if you erroneously alter your data matrix,
the original data set is still retrievable.



Data File Configuration
The scratch file on the program medium, “DATA”, and any files created to hold stored data

and related information are configured as follows.

The data file is broken into logical records of 1280 bytes each (if you are unfamiliar with logical
records, refer to your desktop’s Programming Techniques Manual.) The first logical record is a
“header file”, which contains information pertinent to the data set which is stored in the
remaining logical records. The header file contains the following information (variables):

Limitations
data set title (T$) 80 characters
number of observations (No) No*Nv < = 1500
number of variables (Nv) 50
variable names (Vn$(*)) 10 characters each
number of subfiles(Ns) 20
subfile names(Sn$(*)) 10 characters each
subfile characterizations (Sc(*)) N/A

The remaining logical records contain D(*,*), the data matrix.
For a detailed explanation of the data file, see the appendix.

Parser

BSDM is equipped with an elementary parser. This means that wherever an answer could
require multiple responses the parser will separate your response into its individual parts. For
example, when asked ‘“What variables are desired?”’, you may respond in three ways:

1. ALL: enter ALL if you want the entire set of variables to be used
2. 1,2.3,...: enter the specific variables you want
3. 4-7: enter a dash (-) if you want all variables from 4 to 7

So, a sample response for the question might be:
1,3,5-8,10,15.21-25

The response would be interpreted to mean that you requested variables
1,3,5,6,7,8,10,15,21,22,23,24 and 25.

Thus, anywhere multiple values may be input, you may enter the responses in this manner.

In several cases the words “NONE” or “NQO’ are also possible responses. When they are
allowed, it is mentioned in the prompt. These words may be used interchangeably.

Note

Entering negative numbers is no different than entering positive
ones. For example, the input:

-10- -3,1-4
would mean all numbers between —10 and -3 and all between 1
and 4.




Incorrect Responses

If a response outside the range of plausible responses is input from the keyboard, an appropri-
ate message is displayed on the CRT. Program execution is resumed by asking the question, or
in some cases a previous question, again.

If a plausible response is given, but it is not correct, a couple of possibilities exist. First, if an
incorrect value has been entered for a data point, it may be corrected using the EDIT program.
Second, in many cases, responses to several questions are printed on the CRT. Then a
question such as ‘‘Is the above information correct?”’ is asked. This allows any of the printed
information to be changed.

Hardware Requirements
9826 or 9836 computer with 240k bytes, available user memory — required.

External printer — required. The CRT may be used as the printer but results will be difficult to
read and understand.

External plotter — optional.

External mass storage — optional.

Note
Both the user-defined transformation option and non-linear regres-
sion require that you specify the form of the functions before you
begin BSDM. See page 69 for an explanation. e

Getting Started
1. If your 9826 or 9836 computer is ROM-based, go to Step 2. Otherwise, if your system is
RAM-based, or if you do not wish to turn the computer OFF and the complete system is
ready:

a. Make sure that Basic is ready and all peripherals are properly connected and turned
on. (Make sure P1 and P2 are set properly if a hardcopy plotter is being used).

Insert the Basic Statistics disc into the internal flexible disc drive.
Type: Scratch A

Type: Load "AUTOST" .1

Go to Step 5.

e o0 o

2. If the 9872C (or any peripheral) is being used, make sure it is properly connected and
turned on. Make sure P1 and P2 are set properly if a hardcopy plotter is being used.

3. Insert the Basic Statistics disc into the internal disc drive.

b

Turn the computer on.

5. You will be asked a series of questions which should be self-explanatory. If you have any
questions turn to the Special Considerations section of the manual covering the proce-
dure in question. You will find some general comments on how that section of the
program works.



Object of Program

This program allows you to enter a data matrix into memory. The data may be entered from the
keyboard, or from some other input device such as a graphics tablet, etc. Conversely, the data
may have been entered previously and stored in the program scratch file (““DATA”) or in a
user-created file on a flexible disc or hard disc. In this case, the function of this program is to
retrieve the previously stored data and place it into memory so that further operations can be
performed. After the data is in memory, a listing option is available to obtain a complete or

partial copy of the data.

Start

Typical Program Flow

-

Specify

printer

]

Specify data type,

e.g. ra

w data

[Specify data entry mode I

l

r Magpnetic or disc

|

Data retrieve

d, description

of data set printed

Keyboard

Enter data set ti
# observations,

tle, # variables,
variable names

Enter data manually

l

Data stored on DATA

& BACKUP files




Special Considerations

Terminology

The displayed prompts concerning the scratch file ("DATA”), whether the data was stored by
this program, and whether the data is in the proper configuration are explained here and in the
Special Considerations section of General Information for BSDM.

The prompts concerning the data medium and program medium may cause confusion. The
word “‘medium’’ is used since the set of programs making up this software package may be on
floppy disc. Thus, the ‘“‘program medium’’ refers to the disc on which the programs making up
this package are stored. Conversely, the ‘‘data medium’ refers to the disc on which the file
containing the data matrix resides. In some cases, the program medium and the data medium
are the same. However, this is not determined by the program and hence, the prompts are
displayed to make sure the correct medium is in the correct device.

Data on Mass Storage
If the data is on a mass storage device, it may have been stored in one of four ways. The
following discussion explains the prompts that apply to each situation.

1. If the data was entered using this statistics package (and was the last data set used on this
package), it will be on the disc in the scratch file called ““‘DATA”. Thus, an affirmative
answer to the prompt “‘Is data stored on the program medium’s scratch file (DATA)?”’ will
retrieve the data and related information.

2. The data may have been entered using the Basic Statistics and Data Manipulation
routines and then stored using the STORE routine of BSDM. After specifying the file
name and the storage unit in which the data resides, you should answer Yes to the
prompt ‘‘Was data stored by this program?’’. Then, the data and related information will
be retrieved.

3. The data may be stored as: all observations of variable one followed by all observations
of variable two, etc. This is in the same configuration as data stored by the BSDM
routines, i.e., variables = rows and observations = columns. To retrieve the data, a Yes
response to the prompt “‘Is the data in proper configuration...?”” should be given.

4. The data may be stored as: all variables of observation one followed by all variables of
observation two, etc. This is the transpose of what is expected by the BSDM routines, i.e.,
observations = rows, variables = columns. To retrieve this type of data a Yes response
should be given to the prompt ‘‘Data stored as contiguous array with observations =
rows...?"".

Notice that in cases 3 and 4, the data was stored by a program other than a statistics routine.
Thus, no variable names or other auxiliary information will be stored along with the data.



As an example, suppose you have run your own program where you have created a file by
storing data acquired from three sensors as it came in from the devices. A picture of five
readings (observations) from the sensors would look like this:

Reading
| 1 2 3 a4 5
Sensor 1 7.2 7.4 7.1 7.2 7.3
Sensor 2 8.0 7.9 8.1 7.8 8.0
Sensor 3 7.8 7.5 7.5 7.6 7.9

If the data were stored in this order: 7.2, 7.4, 7.1, 7.2, 7.3, 8.0,..., 7.5, 7.6, 7.9, then it is in
what we call the proper configuration, and the situation is that described in note 3 above.

Conversely, if the data were stored as: 7.2, 8.0, 7.8, 7.4,79,7.5,...,7.3,80, 7.9, theniitis
the transpose of what is expected and the situation is that described in note 4 above.

Keyboard Entry

When entering data from the keyboard, an option to enter data one case at a time is offered.
The following example will serve to explain this feature. Suppose an investigator has collected
four observations on each of three variables. He has the following data matrix:

Variable
1 2 3
1 10 2 5
Observation 2 11 2 6
3 9 3 7
4 9 2 6

He elects to enter the data one case at a time. Then, when the prompt “‘Observation #, all
variables (separated by commas) = ?”’ is displayed, he enters 10, 2, 5 and presses CONT,
etc. This allows for quick entry of the data.

The other form of keyboard entry will prompt you at each observation for the required vari-
able.

Missing Values

If you have missing values, use an unused number for a temporary code for a missing value.
Subsequently you can change your values to the program’s value of —-9999999.99999 by
using the TRANSFORM operation.



Graphics Input

Data may be input by digitizing from a.graphics tablet. You may find this form of input very
useful. The following diagram briefly describes the types of information requested by the
program.

L Specify printer |

| Specify raw data I

| Choose graphics input mode of data entry I

[ Specify graphics input device l

| Input select code & bus code of device J

[ Input project title —I

| Input form of input, e.g. (x,y) pairs I

I Specify digitizing mode l
I Specify sample size requirements I
L Digitize chart limits l
I Input numeric values of limits ]

l Digitize data l
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“Other” Input

Because of the wide variety of formats that could be used when entering data from *‘other”
devices, no attempt was made to program in the necessary statements. It will be necessary for
you to provide the statements before using the program. Refer to the Operating Manual of the
appropriate device for detailed instructions. In general, though,

1. Type: LOAD"FILEL"

Press:

Type: EDIT Other_input (EXECUTE )

ChangetheOtoalinline 1731: Other_inpPut: Implemented=0
Press: (ENTER)

Press: (PAUSE)

Type: EDIT Otherin ((EXECUTE )

Type in and enter the appropriate statements for “‘other” input, referring to the Operat-
ing Manual for the input device.

S A A

Edit

Object of Program

This program is designed to allow you to perform a variety of editing procedures on your data
set. The editing capabilities include:

Correct a data value

Correct an entire observation

Delete a variable

Delete an observation

Add a variable

Add an observation

Insert an observation (in ordered data)
Delete a subfile

All of these operations may be performed repeatedly. For example, three variables may be
added in succession. After the data matrix has been edited, you are given the option of listing
the data.

Special Considerations

Order of Corrections

As stated in the program note printed on the screen, the data is renumbered after deletions or
insertions are performed. For this reason, if more than one deletion (insertion) is to be per-
formed, it is recommended that the highest-numbered observation (or variable) be deleted,
then the next highest-numbered, etc. For example, if observations three and eight are to be
deleted, then it is recommended to delete observation eight first, then observation three.
Notice that if observation three were deleted, first, the subsequent renumbering would move
observation eight to position seven. The recommendation is meant to alleviate confusion
which may occur due to the renumbering. If you delete several observations at once using the
answering technique described in the Special Considerations section of BSDM General In-
formations under ‘‘Parser’”’, you do not need to worry about the renumbering problem. Your
responses will be sorted from highest to lowest automatically. So to delete observations five
through eight, just enter 5-8 and you will have no problems.



Subfiles

Insertions or deletions of observations will affect the content of subfiles which exist at the time
of editing. For example, if subfile one consists of the first 10 observations while subfile two
consists of the last 20 and if observation five is deleted, then observation ten (formerly num-
bered 11) will have jumped from subfile two to subfile one. Thus, it may be necessary to
change the subfile structure after editing. It is recommended that subfiles be created only after
all editing has been performed.

Correcting Data Value(s)

When correcting a data value, you must specify the variable number and observation number
of the value to be corrected. Then, the old value is displayed prior to your correction so you
can be sure you are altering the correct value.

Correcting Observation(s)
When correcting an entire observation, you specify the observation to be corrected. The old
values are then listed on the screen and you may then enter the new values one-at-a-time.

Adding Observation(s)

In adding observations you will be asked to enter the number of observations that are to be
placed at the end of the data matrix. Observations should be entered one-at-a-time with the
data values separated by commas.

If an observation is to be inserted, the position of the insertion must be specified by entering
the number of the existing observation which the insertion will precede. For example, if an
observation is to be inserted between observations 8 and 9, you must enter 9 when the
prompt “‘Insertion to precede observation #?” is displayed. You will then be asked to enter
the number of observations that are to be inserted at this point.

Deleting Observation(s)

You will be asked to enter the numbers corresponding to the observations to be deleted. They
will be sorted and the observations will be deleted from highest-numbered to lowest-
numbered to avoid renumbering confusion.

Deleting Subfile(s)

This option works the same as deleting observations. All you need to specify is the subfile
number and all observations within the subfile will be deleted. All observations after the ones
deleted will be renumbered.

Deleting Variable(s)
You will be asked to enter the numbers corresponding to variables to be deleted. They will be
sorted and the variables will be deleted from highest-numbered to lowest-numbered.

Exceeding Program Limitations
If the addition of an observation or of a variable will exceed program limitations, these options
will not be executed.

Methods and Formulae

The data matrix is redimensioned into a row vector to facilitate the shuffling of elements
necessitated by the editing operations. The vector contains all the observations of variable
one, followed by the observations of variable two, etc. When an observation is inserted, for
example, the elements of the data vector are shuffled one-at-a-time to make room for the
incoming observation. Similarly, when an observation is deleted, the remaining observations
are “‘packed’ together so that the resultant data vector has no ‘‘holes’” between observations.

11
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Transform
Object of Program

This procedure is designed to allow you to transform your data. The transformations available
fall into three categories. Algebraic transformations allow you to perform the standard algebraic
operations on one or two variables in the data set. There is also the capability for you to define
your own transformation. The second category of transformations is the assigning of missing
values. With this section you may assign any value in the data set to correspond to missing data.
The final section is new variables. Here, you may perform such operations as generating
uniform random numbers, standardizing variables, lagging variables, creating rank variables,
sequence variables, and variables corresponding to subfiles.

In all the sections the transformed results will be placed in a variable you specify, either old or
newly-created. Hence, transformations on more than two variables may be performed iter-
atively or via a transformation defined by you.

Special Considerations

Missing Values (Algebraic Transformations)

None of the pre-specified algebraic transformations are applied to missing values. Thus, mis-
sing values are unaffected by these transformations. However, this is not necessarily the case
with the user-defined transformation. If you define a transformation and there are missing
values, you must make provisions to ensure that the transformation is not applied to the
missing values (unless, of course, this is desired). This may be accomplished as explained
below.

User-Defined (Algebraic Transformations)

Before you start to run the Basic Statistics and Data Manipulation program. you should prepare
your own transformation function and store it on the data storage medium. Consider the
following example. Suppose your data set consists of four variables. There are missing values.
You desire to form variable five as the sum of the exponential of variables one and three. If
there is a missing value in either of these variables, you wish to assign a missing value to the
transformed variable. Recall that the data is of the form D(J,I) where J is the variable number
and | is the observation number. In the transformation routine the variable Z is used to denote
the variable where the transformed data is to be stored. Thus, to accomplish the above-
described transformation, follow the instructions below:

Insert a flexible disc into the internal disc drive.
Type:SCRATCH A~ | EXECUTE
Press: EDIT

Now you should be able to see line number = 10" on the upper-left corner of the CRT.
Start to type in your function as a subroutine. Press after each line. For example:

W N =

10! A comment to identify perhars vour file name.
20 SUB Function (D(*):2,:1)

(Note: This line must be exactly the same as above.)
30 IF D(1,I1)<>-9999999,999989 AND
D(3,I1)<>-9999999,99998 THEN BO
40 D(Z2,1)=-99998999,989599
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30 B0 T0 8O
B0 D(Z+I)=EXP(DC(L,I))+EXP(E(3:+I))
701 Note: The value of Z will be asked by the program. You must specify the
variable numbers for the right hand side of the equation (i.e., 1 and 3)
80 SUBEND
(Note: This line must be the last line of the subroutine)

5. Press: (_CLR SCR
6. Type: STORE "your filename: mass storage identifier" (_EXECUTE

Now you can proceed with data entry through BSDM.

Declaring Missing Values

This section allows you to assign missing values to any or all of the variables in the data set. It
may be used successively so that you can assign different missing values to each variable or
different sets of variables. The program asks you to enter the variables to which a missing
value is to be assigned. You are then asked what numbers are to be considered missing values
for that group of variables. Then, these variables are scanned and all missing values are
transformed to —9999999.99999, which is the standard missing value code.

Create Rank Variables
This operation will take a variable, rank its values in ascending order, and place the resulting
ranks in the variable specified by you.

As an example, consider the following variable which has four observations.

Variable 1
23
25
29
20

You could create a second variable which contains the ranks corresponding to the observa-
tions in the first variable. You would obtain the following:

Variable 1 Variable 2
23 2
25 3
29 4
20 1
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Creating Variables by Subfile
This option may only be used when a subfile structure is present. If used, this option will
assign the subfile number associated with each observation to the specified variable.

For a simple example, suppose you have a data set with one variable containing five observa-
tions. Subfile one consists of the first two observations, while subfile two has the last three
observations. In this case, you could create a second variable whose observations correspond
to the subfile numbers associated with the original variable. This variable would look like the
following.

Variable 2

DN DN DN et i

Creating Variables by Sequence Number

By selecting this option, you can place the observation numbers in a specified variable. For
example, in a data set with five observations, you could create a second variable which would
look like the following:

Variable 2

O, wWwN =

Creating Standardized Score Variables
In this option, a chosen variable is standardized by the following formula:

New Variable = Specified Variable — Mean of Specified Variable

Standard Deviation of Specified Variable

The new variable can be placed in any variable you specify. Notice that standardized variables
have a mean of zero and a standard deviation of one.

Creating Lag Variables

The lag variable operation will take the value of a chosen variable n-lags before and use it as
the current observation of the lagged variable being created. As an example, consider the
following data set:

Var.1 Var.2

Obs. #

b W=
[N SR N
AN W



We can create variable 3 by lagging variable two by one lag. We can also create variable four
by lagging variable one by two lags. We would obtain the following:

Var.1 Var.2 Var.3 Var.4
1 2 3 MV MV
2 1 4 3 MV
Obs. # 3 4 6 4 2
4 1 2 6 1
5 2 4 2 4

Notice that missing values are placed in the first n observations of an n-lag variable since
lagged values cannot be assigned.

Creating Uniform Random Number Variables
This option allows you to generate uniform random numbers between zero and one and have
them placed in a variable of your choice.

As an example of the use of this option, you could select a random sample of the observations
in your data set to be used in a subsequent analysis. To do this, you could first use the
uniform random number option to assign a uniform random number to each observation.
Then, you could use the select procedure (described later in this manual) to chose a portion
of the data set based on the uniform random numbers. For example, if you selected observa-
tions that had a corresponding random number value between zero and one-half, you expect
to have selected about one-half of your data set.

Recode
Object of Program

This program allows you to assign codes to various categories or classes of data. The categor-
ies are intervals along the real number line and 20 of these may be specified. The recoding is
done on one variable at a time. The same coding scheme may be used iteratively on succes-
sive variables. A summary of the coding intervals, codes, and number of observations
assigned to each code is printed as hard copy.

Special Considerations

Coding Schemes

Four coding schemes are available for the sole purpose of eliminating unnecessary entries
from the keyboard. If the coding intervals are all of the same length and are contiguous, that
is, together they form a connected interval, then the interval construction can be accom-
plished internally knowing only the interval length and lower limit for the first interval. Similar-
ly, if the intervals-are of equal length but noncontiguous, for example,

[10,20),[25,35),[35,45),[50,60)

then the lower limit of each interval needs to be specified but the upper limit may be com-
puted internally. Hence, the coding schemes are meant only to minimize the amount of in-
formation which needs to be entered from the keyboard. Clearly, the coding intervals could
all be constructed by requiring you to enter the lower and upper limits for each and every
interval (which is necessary, and what is done if the intervals are unequal and non-
contiguous).

15
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Coding is carried out one observation at at time. If you wish to recode more than one variable
you must use the procedure successively, once for each variable to be recoded. Listed below
are the available recoding options.

1. Contiguous intervals of equal length

2. Contiguous intervals of unequal length

3. Non-contiguous intervals of equal length

4. Non-contiguous intervals of unequal length

Option 1 will recode a variable into equally spaced intervals that are side by side. The second
option will recode based on intervals of unequal length that are side by side. Options 3 and 4
will recode into intervals that need not be side by side. For equally spaced intervals, use option
3 and for unequally spaced intervals use option 4.

Brackets

The brackets used to denote the coding intervals are meant to follow their usual mathematical
interpretation, that is, the intervals are closed on the left and open on the right. Hence, if you
want a value to fall into a certain interval, make sure it is strictly less than the upper limit for
the interval.

Observations Which Do Not Fall in an Interval

If an observation does not fall into any of the coding intervals, a table will appear giving you
three options on how to handle these values. You may either 1) leave them unrecoded, 2)
assign them a special code, or 3) assign them the missing value code.

Sort
Object of Program

This program allows the data matrix, or individual subfiles of the data matrix, to be sorted
according to the values of one variable. For example, suppose you have five observations of
three variables, say height, weight and age and want to arrange the observations in ascending
order according to age. This is accomplished by sorting the data matrix according to variable
three. The data may be sorted in ascending or descending order.

If you want to perform a hierarchical sort, the sort procedure must be used successively. For
example, suppose you wish to sort a data set on weight and within weight by age. To do this,
you should first sort on age and then use the sort procedure again and sort on weight. The
sort procedure also sorts either in ascending or descending order. A sort in ascending order
will place the observations in order from lowest to highest based on the variable sorted. A
descending-order sort will put the observations in order from highest to lowest.



Special Considerations

Subfile Structure Options

If subfiles are ignored, the entire data set will be sorted and, in the process, the composition of
the subfiles is subject to change. The option of sorting certain subfiles may be used to sort a
single subfile or a set of successive subfiles according to one variable. The option of sorting all
subfiles may be used to sort each and every subfile. The options of sorting certain subfiles and
sorting all subfiles treat each subfile as if it were a separate data set. Thus, the sort is done
with respect to one subfile at a time.

What Happens
It is important to note that entire observations are moved when the sort is carried out. Thus,

referring to the example given in the Object of Program section above, a person’s height and
weight remain with the person’s age as shown below.

Original Data Set

Variable
Height Weight Age
1 72 170 21
2 70 165 25
Observation 3 69 150 20
4 70 165 25
5 73 160 19

Data Set Sorted by Age

Variable
Height Weight Age
1 73 160 19
2 69 150 20
Observation 3 72 170 21
4 70 165 25
5 70 165 25

17
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Subfiles
Object of Program

This program allows you to specify subfiles or logical groupings of the observations. This may
be accomplished by entering the number of observations in each subfile or by entering the
observation number of the first observation in each subfile. A third option is to create subfiles
for each level of a specified variable. Names for the subfiles are entered in all cases. A fourth
option allows you to destroy the existing subfile structure.

Special Considerations

Use of Subfiles

Subfiles may be created in order to specify logical groupings of observations. A subfile struc-
ture allows you to consider each subfile as a separate data set or to lump all the subfiles
together and analyze the overall data set. For example, suppose you want to determine the
output generated each day by each of three shifts. You would like to analyze the data separ-
ately for each of the three shifts as well as for the work force as a whole. You could form three
separate data sets and do the individual analyses, then later join the three sets together for the
overall analysis. However, since the same variables were measured for each of the shifts, the
situation is well handled by specifying a subfile for each shift. The subfile structure options
make it possible to do the analysis by subfile as well as for the overall data set.

Change Names

Object of Program

This program allows you to rename the data set, to rename variables and/or to rename sub-
files. These names are then stored, along with the data, on the program medium’s scratch file
(“DATA”). You may change a single variable or subfile name, or you may change a set of
names.

Store Data
Object of Program

This program allows you to store the entire data matrix and related information in a file so
that it may be retrieved at a later date for further analysis. Alternatively, a subset of the data
matrix may be stored by specifying which variables and/or subfiles are to be saved.



Special Considerations

Use of Program

The store feature will be useful in two different situations. First, if an investigator has a data
set which he may want to analyze further at a later date, he may store it and retrieve it later
via the Basic Statistics and Data Manipulation Start routine. Secondly, if several people have
access to the data input programs, it becomes mandatory that each be able to store his data
set in a unique place. Note that if only one person uses the routine on one data set it is
unnecessary to use the store feature since the data and related information are kept in
“DATA’ — the scratch file on the program medium.

Protecting Existing Data

The existence of a file is checked in the program in an attempt to avoid the accidental loss of
existing data. Thus, when a file is specified to receive the data, an attempt is made to ensure
that you are not accidentally storing the new data in a file which you did not know existed.

List

Object of Program

This program allows you to obtain a listing of the data matrix. The listing will appear on the
device that has been specified for hard-copy in the Start routine or in the Output Unit routine.
You can list all the data, or a specified subset of the data. You may also specify how you want
the data listed, i.e., by observation, by variable, etc.

Join

Object of Program

This progam allows you to join or combine two data sets into a single unit. One data set must
be in memory and the other data set must have been previously stored by the Basic Statistics
and Data Manipulation program. Two options are available. First, observations may be added
together (if both sets have the same number of variables). Second, variables may be added
together (if both sets have the same number of observations). A check is made in the program
to make sure the two sets can be joined. Also, summary information on both data sets is
printed before the joining operation is performed. Thus, the joining can be aborted if the
resultant set will not be as expected.
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Special Considerations

Adding Observations

Suppose data on six variables was gathered in each of the 52 weeks in 1975, analyzed, and
stored on an auxiliary data disc. Suppose the same variables were measured in 1976, analy-
zed, and stored. If you are interested in lumping the two sets of data together for an overall
analysis, you may use the Add Observations option of the joining routine. One set of data
must be retrieved via the Start routine. Then, after entering the Join routine, the second set
may be retrieved and the joining carried out. Notice that the variables must be in the same
order in the two data sets.

Adding Variables

Suppose you measured five variables on each of 50 subjects in an experiment. These were
analyzed and stored on disc. Later, you realize that three more variables are of interest. You
measure these variables on the subjects in the same order as before and analyze them. All
eight variables measured on each subject could be combined into a single data set via the
joining routine.

Subfiles

If variables are added, the subfile structure assigned to the resultant data set is the subfile
structure of data set #1, that is, the data set that is in machine memory prior to the joining
operation. If observations are added, the following procedures are employed: 1) If no subfiles
exist in either data set, the resultant data set has no subfiles. 2) If data set #1 has no subfiles,
but data set #2 does, then a subfile named ““SET #1’ is created which consists of data set #1
and the subfiles of data set #2 remain unchanged. 3) If data set #1 contains subfiles, but data
set #2 does not, then a subfile named ““SET #2”’ is created which consists of data set #2 and
the subfiles of data set #1 remain unchanged. 4) If both data sets contain subfiles, all of the
subfiles of data set #1 are retained and as many subfiles of data set #2 are retained as
possible — the upper limit of total subfiles for the resultant set being determined by the prog-
ram limitations (see Special Considerations of Basic Statistics and Data Manipulation).

Printer Is
Object of Program

This program allows you to specify the device on which the hard-copy output will be printed, or
conversely, to specify that no hard-copy is desired, i.e., that output be directed to the CRT.

Special Considerations
The hard copy option can be changed in two ways:

1. Select “PRINTER” key when you are asked to “SELECT ANY KEY".

This option can only be used when the program is not expecting an answer. For example,
when Notes are displayed on the CRT and you are asked to press ( CONTINUE ) when ready.
The printer may be changed as follows:



For Non-HP-IB Printer:

1. Type: Hc= (the select code of the desired printer) (_EXECUTE
2. Type: Hehus=899

For HP-IB Printer:

1. Type: He = (the select code of the desired printer)
2. Type: Hecbus = (the bus address of the HP-IB device)

Select and Scan

Object of Program

This program allows you to look at a portion of your data set that satisfies a conditional
statement. If you are scanning the data set, your output will include the observation numbers
satisfying the scanning criterion and their distribution throughout the subfile structure. The
data set which you are scanning will remain unaltered. When using the select option, your
output will be the same as scanning, but the data set will be reduced to just those observations
satisfying the selection criterion. Remember, the BACKUP file (explained in Special Consid-
erations of Basic Statistics and Data Manipulation) will contain the original data set. The selec-
tion and scanning procedure may be performed over all subfiles or over a user-specified
subset of the data.

Special Considerations

There are four different scanning or selection criteria offered in this routine. Explanations of
each conditional statement follow.

One Variable

This option will allow you to “‘edit” your data set based on specified values for one chosen
variable. For example, you may scan (or select from) your data set based on variable number
two and have the routine report the observations where variable two has any of the following

values: 1, 2.6, 4-8.

Variable A OR Variable B

This option will allow you to “‘edit” your data set based on specified values of two chosen
variables. An OR operation links the two variables. For example, if two of your variables are
temperature and humidity, you may want to select (or scan) all observations that have a
temperature of 70—80 degrees, OR have a humidity level of 50-80.

Variable A AND Variable B

This option performs much like the OR option except is uses an AND operator. For example,
you may want to select (or scan) all observations that have a temperature of 72 degrees AND
a humidity level of 50-80.
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Variable A = Variable B

In this case the observations that would be selected (or scanned) are the observations where
Variable A has the same value as Variable B. For example, you might want to know which
observations have equal temperature and humidity level.

Basic Statistics

Object of Program

This program computes a variety of summary statistics for data which was entered via the Start
routine of Basic Statistics and Data Manipulation. The statistics may be computed by subfile or
for the entire data set (ignoring subfiles). Basic statistics which are computed include: number
of observations, number of missing values, sum, mean, variance, standard deviation, coeffi-
cient of skewness, coefficient of kurtosis, coefficient of variation, standard error of the mean,
and a confidence interval on the mean. An option is available to compute a correlation matrix
for data sets having more than one variable. Order statistics computed include: the maximum,
the minimum, range, and midrange. Additional order statistics which may be computed in-
clude:the median, 25th percentile, 75th percentile, Tukey’s middlemeans, and user-specified
percentiles. These statistics are divided into three groups. You may specify any or all of the
groups for output.

Special Considerations

Parser on Statistics Options

Three options for statistics will be offered. They are 1) the common summary statistics, 2) the
correlation matrix, and 3) the order statistics such maximum minimum, median, etc. You may
respond “ALL" to the prompt asking you for your choice of options. Or, you may choose a
portion of the options by responding as documented in the General Information section of
Basic Statistics and Data Manipulation e.g., 1-2.

Data Type
If the data input type is not ‘“‘RAW DATA”, the Basic Statistics may not be computed. For
example, Basic Statistics cannot be computed if the covariance matrix was entered as data.

Hard-Copy Output

If a hard copy of the statistics is not being made, the program halts occasionally so that you may
study the results on the CRT. In this case, simply press CONTINUE to continue program
execution.

Additional Order Statistics

If the option to obtain additional order statistics (Tukey’s middlemeans and percentiles) is
exercised, the data matrix is sorted and the observations of each variable are arranged in
ascending order. At the end of the program the original data matrix is re-loaded into memory.
Thus, if the program is aborted, that is, if the program is stopped before the reloading can
occur, the data matrix will be in the sorted state. So, if the portion of the program used to
calculate additional order statistics is accessed, abortion of the program is discouraged.



Methods and Formulae
Variance: The best unbiased estimator is calculated by these programs, i.e., the denominator
in the formula is N—1, where N is the number of observations used in the calculation.

Correlations: Suppose you have the following data matrix:

OBSERVATION

| 1 2 3 4 5

1 5 M 3 4 5

VARIABLE 2 6 7 M 6 4
3 1 3 2 1 1

Here, an M denotes a missing value. When computing the correlation between variables 1
and 2, we discard observations 2 and 3 since variable 1 is missing a data value for observation
2 and variable 2 is missing the data value for observation 3. However, when computing the
correlation between variables 1 and 3, we need only discard observation 2. Similarly, the
correlation between variables 2 and 3 is computed by discarding observation 3. Hence, the
correlations may be based on different numbers of observations. An observation is thrown out
if a data value from that observation is missing from one of the two variables for which the
correlation is being computed.

Tukey’s Middlemeans

Midmean: The midmean is the sum of all observations between (and including, if applicable)
the 25th and 75th percentiles divided by the number of observations between those two
percentiles. That is, it is the mean of all observations between the 25th and 75th percentiles.
Trimean: The trimean is a weighted average of the median and the 25th and 75th percentiles:

(1/4)(25th percentile + 2(median) + 75th percentile).

Midspread: The midspread is the difference between the 75th and 25th percentiles:
75th percentile — 25th percentile.

Go To Advanced Stat
Objective

This procedure loads a file which prompts you to remove the BSDM program medium and
insert the desired advanced statistics program medium into the mass storage device. You press
CONTINUE after you have made this change. The new routines are then prepared to carry on
further analyses on the data set in memory.
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Return To BSDM
Objective

This procedure operates in the reverse of ‘‘Go To Advanced Stat”” and should be used when
you wish to return to the BSDM routines from an advanced statistics routine.

Backup

Objective

This routine allows you to transfer the original data which is stored in the file called ‘‘BACK-
UP”’ to the program scratch file called “DATA’’. You might find this useful in a case where the
data currently in the “DATA” file is not the data you wish to be analyzing. This could occur,
for example, if you inadvertantly stored a transformed variable in place of one of your original
variables. Note that no operations, including editing, are performed on the data stored on the
“BACKUP” file.

This routine also allows you to transfer the data set in the opposite direction. That is, you may
transfer the data stored in “DATA” to the “BACKUP” file. You might choose to do this after
you have edited the original data set but before you perform any other operations. Then, the
“BACKUP” file would contain the corrected original data without any further manipulations
or modifications.



Examples
Example 1

This is a hypothetical set of data from a non-existent factory. The purpose of this example is to
show the use, in part, of the LIST, EDIT TRANSFORM, SORT, SUBFILE, and STATS routines.

BASIC STATISTICS AND DATA MANIPULATION

[Answer all ves/no auestions with Y/NI

Are vou doingd to user defined transformation or do Non-linmear redression 7 (Y /N)

N
Are you using an HPIER Printer?

YES

Enter select codes» bus address (if 751 press CONT) 7 We input these values separated by a
comma or press CONTINUE if default
(7,1) is correct

3KOK K 3K K K K K KK K K K 2K 3K 30K 3K KK K K KK oK 30K 3K KK 3K K 5K 30K 3K 30K OK 3K 3K KK 30K 8 3K 30K 3K K K 3K K K 3K K K 2K K K K 3K 5K K 3K 30K 0K 30K 3K K K
X DATA MANIPULATION *
KKK K KK K K KK 3K KK K 30K 3K 3K 3K K K oK 3K KK 3K K 3K 3 K 2K 3K 3K K K 0K XK K 3K K K K KKK 3K KK 3K 3K 5K K 30K K 3K 3K 3K K K K 3K 3K 3K 3K X K 3K 3K KK K 30K K ok Xk

Enter DATA TYPE:

i Raw data
Mode number = ?
i The data will be entered by typing it in on
Project title for this data set ({(= 80 characters) = ? the keyboard.
Title

HYPOTHETICAL. FACTORY DATA
Number of variables =

S Nv
Number of observations/varianble = ?
i7 No

Variable # 1 name ((= 10 characters) =
?

TEMP (C) Label for variable 1

Varianble # 2 name ({(= 10 characters)
?

#

PRODUCTION Label for variable 2

Variable # 3 name (= 10 characters) =
?

DAYS Label for variable 3

Varinble # 4 name ({(= 10 characters) =
?

PAYROI.L. Label for variable 4
Variable # S name ({(= 10 characters) =
?

WATER USE Label for variable 5
Is nbove information correct?

Approve information on CRT (shown
YES below).
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HYPOTHETICAL FACTORY DATA

Data file name:

Data type is: Raw datna
Number of observations: 17
Number of variables: S
Variable names:

1. TEMP(C)

2. PRODUCTION

3. DAYS

4, PAYROLL

S . WATER USE
Do vou want te enter data one case at a time, i.e., by observation?

. Ali variables will be entered separately by

YES m
Dbhservation # 4 . all variables (separated hy commas) = commas.
?
14.9,6396,21,134,3373
Observation ¥ 2 , all variables (separated by commas) =
?
18.4,5736,22,146,34110
Observation # 3 , all variables (separated by commas) =
?
21.6,6116,22,158,3180
Observation # 4 ., all variables (separated by commas) =
?
25.2,8287,20,171,3293
Observation # 5 , all varinbles (separated by commag) =
?
26.3,13313,2%5,198,3390
Observation # 6 , all variables (separated by commag) =
?
27.2,13108,23,194,4287
Observation # 7 , all variables (separated by commas) =
?
22.2,10768,20,4180,3852
Observation # 8 , all variables (separated by commas) =
?
17.4512173,23,191,3366
Obgervation # 9 , all variables (separated by commas) =
?
12.5,11390,20,195,3532
Observation # 10 . all variables (separated hy commas) =
?
6.9,12707,20,192,3614
Observation # 14 , all variables (separated by commus) =
?
6.4,15022,22,200,3896
Observation # 12 , all variables (separated by commas) =
?
13.3,13414,19,211,3437
Observation # 13 , all variables (separated by cCommas)
?
18.2,12257,22,203,3324
Observation # 14 , all variables (separated bv commas) =
?
22.8,43148,22,197,3244
Observation ¥ 15 , all variables (separated by commas) =
?

26.1,13100,21,196,4345

Observation # 16 . all variables (separated by commas) =



?
26.3,16716,21,205,4936
Observation # 47 ,
?
4.2,14056,22,205,3624

1ll variables (separated by commas)

PROGRAM NOW STORING DATA ON SCRATCH DATA FILE AND BACKUP FILE

SELECT ANY KEY

Option number = ?

i
Enter method for

3

Data type is:

Varinble % 1§

(TEMP () )
ORS#*
i i4.90000
2 18.,40000
3 24.60000
4 25.20000
=) 26.30000
6 27.20000
7 22.20000
8 17.10000
? 12.50000
10 6.90000
i1 6.40000
i2 13.30000
i3 18.20000
14 22.80000
i9 26.40000
i6 26.30000
17 4,20000
Option number = ?
0

SELECT ANY KEY

Select option desired

1

Raw data

listing data:

HYPOTHETICAL

Variable % 2
(PRODUCTION)

6396.00000
5736.00000
6146.00000
8287.00000
13343.00000
1.3108.00000
10768.00000
12473.00000
113906.00000
12707.00000
15022.00000
13414.00000
1i2257.00000
13148.00000
13100.00000
16716.00000
14056 .00000

LIST

FACTORY DATA

Variable & 3
(DAYS )
21.00000
22.00000
22.00000
20.00000
25.00000
23.00000
20.00000
23.00000
20.00000
20.,00000
22.00000
19.00000
22.00000
22.00000
21.00000
21.00000
22.00000

EDIT ROUTINES

Observation number (enter ?*NONE’ when done) ==
14
Variable number = ?
2
0ld valve = 41%022 -- Correct value =
?
15024
OEkS VAR 0L.D NEW
# * VaLUE VALUE
i1 2 15022.00000 15024.00000
Observation number {enter ’NONE’ when done) =

Varioble
(PAYROILL. )

List all the data

In tabutar form

# 4

134 .00000
146.00000
198.00000
174.00000
198.00000
194.00000
180.00000
i94.00000
195.00000
192.00000
200.00000
244.00000
203.00000
197.00000
196.00000
205.00000
20%.00000

Exit List routine

Variable

(WATER

3373,
Jii0.
.00000
00000
D.00000
00000
00000
. 00000
2.00000
00000
00000
00000
.00000
.00000
,00000
00000
.N0000

3180

Select Special Function Key-LIST

=
)

&
USE

0oono
00000

Select Special Function Key-EDIT

Choose to correct a data value.

At observation #11

For variable 2

Should be 15024



NONE
Select option desired

& Delete an observation
Which observations are to he deleted ?
10
Observation % 10 deleted,
16 observations remain.,
Select option desired

4 Add an observation
Are obsarvations ordered, L.e.. should additions be inserted?
NO Add at the end

How many observations are to be added?

1.

Enter observation # L7 (variables ceparated by commas)
?
4.2,12707,20,192,3614

Observation # 47 Variable # &1 = 4.2
Observation % 17 Varianble % 2 = 12707
Obgervation # 17 Variabhle # 3 = 20 New observation #17
Ohiservation % 17 Yarinble & 4 = {972
Obhservation % 17 Variable # & = 3414
Total number of observations now = 17
Select option desired
0 Exit Edit routines

PROGRAM NOW UPDATING SCRATCH DATA FILE
SELECT ANY KEY

LIST
Select Special Function Key-LIST
Option number = ?
i List all the data
Enter method for listing data:
3 In tabular form

HYPOTHETICAL FACTORY DATA

Data type is: Raw data

Variable # 1 Variable % 2 Variable # 3 Variable # 4 Variable # S

(TEMP(C) ) (PRODUCTION) (DAYS > (PAYROLL ) (WATER USE )
OES*

i 14.90000 6396.00000 21.00000 134.00000 3373.00000
2 18.40000 5736.00000 22.00000 146.00000 3440.00000
3 21.60000 6146.00000 22.00000 158.00000 3480.00000
4 25.20000 8287.00000 20.00000 171.00000 3293.00000
S 26.,30000 13343.00000 25.,00000 198.00000 3390.00000
6 27.20000 13108.00000 23.00000 194.00000 4287.00000
7 22.20000 10768.00000 20.00000 180.00000 38%2.00000
8 17.40000 12173.00000 23.00000 £124.00000 3366.00000
9? 12.50000 11390.00000 20.00000 19%.00000 3532.00000
i0 6.40000 15024.00000 22.00000 200,00000 3896.00000
i1 13.30000 13444.00000 1i9.00000 2141.00000 3437.00000
i2 i8.20000 12257.00000 22.00000 203.00000 3324.00000
13 22.80000 13448.00000 22.00000 197.00000 3214.00000
14 26.10000 13400.00000 25.00000 196.00000 4345.,00000
15 26.30000 16716.00000 214.00000 20%.00000 49346.00000
ié6 4.20000 14056.00000 22.00000 20%.00000 3624.00000
17 4,20000 12707.00000 20.00000 1922.00000 36144.00000
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Option number = ?
0 Exit List routine

SELECT ANY KEY

Select Special Function Key labeled-STORE
Enter option number desired

i Store all the data
Name of data file = ?
HYPO: INTERNAL On this file on our floppy

Is data medivm placed in device INTERNAL

?

YES

PROGRAM NDW STORING DATA ON HYPO:INTERNAL

Is program medium replaced in device?

YES

Enter option number desired

0 Exit Store routine
SELECT ANY KEY

TRANSFORMATION ROUTINES

Select option desired ! Select Special Function Key labeled-TRANSFORM
i Algebraic transformations
Transformation number = ?

i a~(XTh)+c

Variable number corresponding to X = ?

5

Farameter a = ?

L2642 To convert liters to gallons
Parameter b = ? Xg=.2642X5

i

Parameter ¢ = 7

0

Store transformed data in Variable ®# ¢ (= 6 )

?

b

Varinble name ({(= {0 characters) = ?

GALLONS Xg now called GALLONS

Is above information correct?

YES
press ‘CONTINUE’ when ready

The tollowing transformation was performed: akX(X*b)+c
where a = 2642
b = 1
c = 0
X is Variable # &
Transformed data is stored in Variable # & (GALLONS).

Select option desired

0 Exit transformation routine
PROGRAM NOW UPDATING SCRATCH DATA FILE

SELECT ANY KEY
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SORT ROUTINES

ENTER OPTION NUMRBRER DESIRED

i
Number of the Variable on which to sort =

3
Data wet:

Select Special Function Key labeled-SORT

Sort in ascending order

On variable 3 (Days in month)

HYPOTHETICAL. FACTORY DATA
has been arranged in ascending order according to Variable # 3

ENTER OPTION NUMEER DESIRED

0

PROGRAM NOW UPDATING SCRATCH DATA FILE
SELECT ANY KEY LIsT
Option number = 7

1

Enter method for listing data:

3

HYPOTHETICAL FACTURY DATA

Data type is: Raw data

Variable # & Variable % 2 Variable ¥ 3

(TEMP (C) ) (PRODUCTION? (DAYS Y
OBSH
i 13.30000 13444. 00000 1900000
2 22.20000 10768.00000 20.00000
. 2%.20000 g287.00000 20.00000
4.20000 12707 00000 20.00000
ot 12.50000 L4390 . 00000 20.00000
& 26.30000 16716.00000 2400000
v 26.10000 13400.00000 2100000
g 14.90000 6£396 . 00000 2100000
9 6.40000 15024 00000 22.00000
10 21.60000 6146.00000 2200008
it i8.20000 12297 .00000 22.00000
12 22.80000 13448.00000 2200000
13 i8.40000 5736.00000 22.00000
14 4.20000 14056.00000 22.00000
15 27.20000 13408.00000 23.00000
16 17.10000 12473.00000 23.00000
17 26.30000 13343.00000 25.00000
Variable % &
CGALLONS )
(W) 53T
1 908 . 05540
2 10417 . 69840
3 870.01060
4 9?54 84880
9 933 .1%440

b 1304.09120

Exit sort routine

Select Special Function Key labeled-LIST

List all the data

In tabular form

Variable # 4 Variable
(PAYROLL. ) (WATER USE

3

F7 00000
poapnooen
Loodn

24400000
18000000
i74.00000

19200000 LCO000
19500000 2.00000
20%. 00000 3600000
19600000 H.004000
12400000 7380000
a00.00000 3896 . 00000
1%8. 00000 248000000
203 .00000 2400000
197 00000 LBoao0
i4s. 00000 00000
20%.00000 3624 060000
194 00000 4287 .00000
194. 00000 3364600000
198.00000 I390.00000
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7 1147 .94%900
8 894 14660
9 1029 32320
10 840 .15600
11 878.20080
12 849 .13880
i3 821 .66200
i4 957 .46080
15 1132. 62540
ié 889 .29720
17 895 . 63800

Option number = ?
0 Exit list routine
SELECT ANY KEY SUBFILE

Select Special Function Key labeled-SUBFILES
Option number = 7

2 » Select method of subfile specifications

Mumber of subfiles ¢ (=20 5% = 7 which ask you to enter the first observation
in each subfile.

=l

Name of Subfile F 4 (= 40 characters ) o=

7

27 Ey
Name of Sob+file & 2 0 <= 40 characters )
9

Fy s
Subtile ¥ 2 « nomber of firet observation

"
13
Is the above information correct 7
YES
Subfile nome: beginning observation--numher of chservations
. FY?76 i 12
mmar
2. FY?77 13 g Summary
Option number = ?
0 Exit subfile routine
PROGRAM NOW STORING DATA BASIC STATISTICS ROUTINES

SELECT ANY KEY

Select Special Function Key labeled-STATS
What etatistic options are desirad ?

Mean, Ci, Variance, Standard Deviation,

i .

UARIABLES Skewness, Kurtosis

7

Al L. Compute statistics for all variables

Confidence coefficient faor confidence interwval on the meanie.qg. 90,%%,99%) = ?
9%

Optien number = ?

2 Compute statistics for selected subfiles.
Nhat subfiles are desired ?
1 For FY'76
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KK KK KKK KK OHOR O K KKK N KK K8 OK K IOR KKK 20K K IR KK ACKOIOK KKK KK KOKOICK KK 3HOK IOK KK KK OKOK KOROK KK
X SUMMARY STATISTICS X
X ON DATA SET: X
X HYPOTHETICAL FACTORY DATA X
K HCROK KKK 3Kk 3K oK 303Kk 3K K R 3 ok KoK RO KR 30K K KK SRR K KK Sk ok K ok o ok Kok R R K KOK KK KKK KOK SOKOK KKK KK KKK 0K
Subfile: FY’'76

BRAGIC STATISTICS

VARTARLE
# OF % OF

NAME OBS. MIGH SUM MEAN VAR TANCE STD.DEV.
TEMP (G e 0 243.7000 17.8083 H6H.9H72 7.%470
PRODUCTION i2 0 138993%.0000 14%82.7%00 40478676 .7%00 3237 .0784
DaYs 12 0 25%0.0000 20.8333 1.0606 1.0299
PAYROLL. 2 0 2242.0000 1868333 H04.515%2 22,4614
WATER USE RS 0 439960000 3666 . 3333 2742707879 523.7087
GALLONS i2 0 14623.7432 P68 . 6453 19144 .5%08 138 .3638

VARTARLIE COEFFICIENT STD. ERROR 9% % CONFIDENCE INTERVAL
NAME OF VARTATION OF MEAN LOWER LIMIT UPPER LIMIT
TEMP CC) 42 37903 2.17863 13.0849% 22.60474
PRODUCTION 27 .94744 P34 . 46405 P52% . 47409 13640 .02%914
DAYS 4. 94332 29729 20.17882 21.48784
PAYROLL 1802247 6. 48405 172.55%832 204 .40834
WATER USE 14.28426 154.184468 3333 .4982% 3999 .168414
GALLONG 1428426 39 .94220 880.74024 10%6.58030

VAR TARLE SKEWNESS KURTOSIS

TEMP (C) . 53473 - PH332
PRODUCTION - ARRL7 - 66250
LAYS -~ 183%2 ~§.48041
PAYROLL 22848 .55306
WATER USE . 34739 .B9749
GALLONS . 34739 .B9749

PSR

)

What statistic options are des
i

UARIABLES="7

AL L. Compute statistics for all variables
Confidence coefficient for confidence interval on the meante, g, 90,9%,9%) = ?
Ea

Option number = ?
2 Compute statistics for selected subfiles.
What subfiles are desired 7

2 For subfile FY'77

Mean, Ci, Variance, Standard Deviation,
Skewness, Kurtosis



K3 8K RN R o 3K oK KA 3K 3K K o 38 ka3 K oK SR KKK K oK K K oK KK K 8 8 o K K OK KK KK K K K KKK 3K K KOKOK KR K K KO KOK X
X SUMMARY STATISTICS X
X ON DATA BET: *
X HYPOTHETICAL FACTORY DATA X
************************Y*******************************************************

RASIC STATISTICS

VARTABLE

# OF & OF
NAME ORG . MISS SUM MEAN VARTANCE STD.DEV.
TEMP CC) ) 0 23.2000 16,6400 8% . 7230 Q. a%E7
PFRODUCTION g 0 58386 .0000 14677 2000 11484348.7000 3388.4139
DAYS S 0 14%.0000 23.0000 4.%000 1.82247
PAYROLL 5 0 934.0000 186 .8000 $547.7000 23.4030
WATER USE 5 0 17777 0000 3555 . 4000 2003688 .8000 447 . 6481
GALLONS 5 0 4696.6834 93P . 3367 13987 . 4669 118 2686

VAR TARLE COEFFICTENT STD. ERROR 9% % CONFIDENCE INTERVAL
NAME OF VARIATION OF MEAN LOWER LIMIT LUPPER LIMIT
E ” 49 . 67099 4.44060 7.14334 30.13666
. 154%.344746 7469 . 7A6EE 15884 65378

54772 2447924 24 52079
10.46644 197 .74009 215 .85994
20049431 2999 . 54742 4541 . 252%8
.B89434 792 .48043 1086 . 49293

PRODUCTION
pAYSH
PAYROLL
WATER USE
LALLONG

VaR TARLE GKEWNESS KURTOSTS

TEMP (O - HBR47 -. 77608
PRODUCTION -4 . 35662 5662
DAYS . 94287 ~.50000
PaYROLL -4 .30947 A030“4
WATER USF P05 -

[ﬁl.l ; L2105%

What statistic optinng are vdesired ?

el

VARIABLES=
?

Correlation matrix

AL Compute statistics for all variables
Option number = ?
2 Compute statistics on selected subfiles.
What subfiles are desiroed ?

33
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KK K AR KK KK Kok K KKK ok kR 80Kk o K KOK KK 3k oKk K oK koK koK KK ok K K K KK K Bk K ek 3k K KKK Kk K0k 0k K Sk koK KK 30K ok sk skfokokOk
X SUMMARY STATISTICS X
X ON DATA SET: X
X HYPOTHETICAL FACTORY DATA X
*w********************************x**************************x**********x*******
Gubfile: FY'76

CORRELATION MATRIX

PRODUCTION DaYS PAYROLL  WATER USE GALLONS
TEMP CC) ~. 4443482 A627763 - 1009200 .2%541888 .2511888
PRODUCTION 0081945 .BE725%541 L6H58909% L 6S809%
DAYS - 4443%02  ~. 0368051 - 03680114
PAYROLL. . 3820449 L3820419
WATER USE 1.0000000

PRODUCTION DAY S PAYROLL  WATER USE GALLONS
TEMP CCH = Q70999 6614042 - 1292947 2656162 LR2EB6162
PFRODUCTION .4116924 .PR74909 LB75498% LB75498%
DAYS L 3924963 .0”097%7 L0R2097H7
PAYROLL LH259%84 CHR%9%84
WATER USE 1‘0009000

What statistic options are desired ?

Median, Mode, Percentiles, Min, Max,

3 Range.

UARIABLES

?

Al Compute statistics for all variables
Option number = 7

2 Compute statistics for selected subfiles.

What subfiles are desired ?
1.2 Both subfiles



*********************$*************************************X********X****##X*X**
X SUMMARY STATIETICS X
% ON DATA SET: *
X HYPOTHETICAL FACTORY DATA X
*************k******************************************************************
Suhfi1a: FY’?&

ORDER STATISTICS

VARTARLE MAXTMUM MINIMUM RANGE MIDRANGE
TEMP (C) 26.30000 4. 20000 2240000 15.2%000
PRODUCTION 16746.00000 6446.00000 10600. 00000 114i6.00000
DAYS 22.00000 12.00000 3.60000 20.50000
PAYROLL 214.00000 £134.00000 77.00000 172.%0000
WATER USE 4936. 00000 3480.00000 1756 .00000 4058.00000
bﬁLION 1304 09420 840 .1% 600 463 93520 1072.42360

TUKEY’S HINGES

VAR TARLE MEDIAN 2%5-th Z~ile 7%=-th Z%-ile
TEMP () 19.920000 12.90000 2400000
PRODUCTION 12482 . 00000 9527 .%0000 13446 .00000
DAYS 21.00000 20.00000 22.00000
PAYROLL 19%.50000 17%.5%0000 201.%0000
WATER USE 3484 50000 3308.50000 3874 00000
GALLONS 920.604%0 B74 10570 1023.5%4080
TUKEY’S MIDDLEMEANS

VARIARLE

MIDMEAN TRIMEAN MIDSBPREAD
TEMP (L) 18.83333 19.47%00 i1.40000
PRODUCTION 12222 66667 14904 .87%00 3588 .%0000
DAYS 20.83333 2400000 2.00000
PAYROLL 193.33333 192.00000 26.00000
WATER USE 3GR22.00000 3I537.87%00 56%.50000
GALLONS ?30.%1240 934 70658 149 40‘510
Other percentiles(Y/N)?
NO

35
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FY

Subfile:

VARIARLE
TEMP (L)
PRODUCTION
DAYS
PAYROLL.
WATER USE
GALLONS

VAR IABLE
TEMP (0)
PRODUGTION
DAYS
PAYROLL
WATER USE
GALLONS

VARTARLE

TEMP ()
PRODUCTION
DAYS
PAYROLL
WAETER USE
GALLONSG

Other

NO)

77

140%6 .

percentiles

ORDER

MAXIMUM
27 .20000
00000
00000

20%5.00000
4287 .00000
143262540

%

[ BN

MEDIAN
i8.40000
13408.00000
23.00000
194.00000
3390.00000
895 .63800

MIDMEAN
20.60000
12864 . 66667
22 . b66ET
194 . 33333
346000000
P44 13200

TUKEY’S MIDDLEMEANS

STATISTICS

MINIMUM
4.20000
5736.00000
22.00000
146.00000
3410.00000
821 .66200

2%-1th
17.
12473
a2
191
3366
889 .

TR

18.
12874 .
22
193
3384 .
894 .

What statisric ontiaons are desipad 7

]

SELECT ANY

KEY

23.
8320.
3.

59 .
1477

340.

TUKEY’ &

il
L0000
00000

.00000

00000
60000
29720

IMEAN
07%00
25000

75000

25000
000060
05280

RANGE
00000
goooo
00000
00000
goooo
?6340

HINGES

7%~1th
18,

13408
23.

i94.

40000
00000
00000
00000
3390.00000

895.63800

MIDGPREAD
1.360000
935.00000
1.00000
3.00000
2400000
6.34080

i le

MIDRANGE

15.
896
.50000
17%.

23

3698

Exit basic statistics routine

70000
00000

50000

50000
977 .

14370

Note: All Basic Statistics for these subfiles

could have been obtained more effi-
ciently than we demonstrated in this
example by responding “ALL" to the
above question
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Example 2

The data set is from the MINITAB STUDENT HANDBOOK authored by T. Ryan, and B. Joiner
and published by the Duxbury Press (1976). The data appeared on page 279. The operation
performed on two sets SAMPLE A and SAMPLE B demonstrate the following
operations: JOIN, LIST, RECODE, SUBFILE (by variable), STORE, SELECT, and STATS.

BASIC STATISTICS AND DATA MANIPULATION
[{Answer all ves/no auestions with Y/NI]

Are vou dpoing to use user defined transformation or non-linear redgression 7 (Y /N)
NO

Are vou wusing an HPIR Printer?

YES

Enter select codes bus address (if 7+1 press CONT)

?

0K K 3K KK K 3K K KKK K 0K K K 3K 3K KK oK 3K K K KK K K KK 3K K 3K 3K KK KK KK KK K 3K KK K K K AOKOKOK K 0K KK K KOKOK KKK JKOKOK KK
X DATA MANIPULATION X
KK XK KK 3K KKK 2K K 3K K oK K 3K 3K 2K 3K K 2K 3K 3K 2K K 3K 2K K 3K 3K 3K 3K 3 2K 3K 3K K K 3K K oK 3K KK oK 3K K 2K 3K K 3K 3K 3K KK 3K 30K 2K K 3K K K K K KK oK K KK X0K0K K K K 0K K

Enter DATA TYPE:

i Raw data
Mode number = ?
2 Data is from mass storage

Is data stored on the program’s scratch file (DATA)?

NO

Data file name = ?

GRADEB: INTERNAL The data was stored under the name

Was data stored by the BSADM system ? GRADEB in a different place, so the pro-
gram must retrieve it.

YES

Is data medium placed in device INTERNAL

?

YES

?

Is Prodram medium placed in correct device

YES
PROGRAM NOW STORING DATA ON SCRATCH DATA FILE AND BACKUP FILE

SAMPLE R
Data file name: GRADEB:INTERNAL This data is the second set of 50 student
grades (GPA) and scores on the ACT tests
Dntn type is: Raw data (Verb and Math). The data taken from the

Minitab Student Handbook on page 2789.
Number of observations: 50
Number of variables: 3



Variable names:

1. VERE
2., MATH
3. GPA

Subfiles: NONE

SELECT ANY KEY
Select Special Function Key labeled-LIST

Option number = 2

i List all the data.

Enter method for listing data:

3 In tabular form.
SAMPLE R

Pata type is: Row data

Yariable #* { Yariahle & 2 Variable # 3

(VERE ) (MATH y (GPA 3
OBS#

1 500.00000 661.00000 2.30000
2 460. 00000 6922.00000 1.,40000
3 747.00000 672.00000 2.80000
4 592.00000 444.00000 2.40000
5 752.00000 729.00000 3.40000
6 695.00000 684.00000 2.50000
7 610.00000 777.00000 3.60000
8 620.00000 638.00000 2.60000
£4 682.00000 704.00000 3.60000
10 524.00000 700.00000 2,.920000
i1 552.00000 6922.00000 2.60000
12 703,00000 740.00000 3.80000
13 584.00000 738.00000 3.00000
14 550.00000 638.00000 2.50000
15 6592.00000 672.00000 3.50000
16 58%.00000 605.00000 2.00000
17 578.00000 644.00000 3.00000
i8 533.00000 630.00000 2.00000
19 532.00000 586.00000 1.80000
20 708.00000 704.00000 2.30000
2 537.00000 684.00000 2.140000
22 635.00000 647.00000 3.00000
23 591.00000 614.00000 3.30000
24 5%2.00000 669.00000 J.00000
2 557.00000 674.00000 3.,20000
26 599.00000 &£64,00000 2.30000
27 540.00000 658.00000 3.30000
28 752.00000 737.00000 3.30000
29 726.00000 800.00000 3.900600
30 630.00000 H68.00000 2.10000
31 5%8.00000 567.00000 2.60000
32 646.00000 774.00000 2.40000
33 643.00000 749.00000 3.30000
34 606.00000 75%5.00000 3.40000
35 682.00000 652.060000 3.60000
36 56%.00000 672.00000 2.920000
37 578.00000 62%.00000 2.40000
38 488.00000 6£51.00000 1.80000
39 364.00000 602.00000 2.40000
40 560.00000 639.00000 2.920000
41 630.00000 647 .,00000 3.%50000



42 666.00000 705.00000 3.40000

43 719.00000 668.00000 2.30000

44 662.00000 704.00000 2.90000

45 G74.00000 647.00000 1.80000

464 S20.00000 583.00000 2.80000

47 574.00000 593.00000 2.30000

48 539.00000 605.00000 2.50000

49 $80.00000 6£30,00000 2.40000

S0 629.00000 695.00000 2.90000
Option number = ?
0 Exit List routine.
SELECT ANY KEY JOIN ROUTINE

Select Special Function Key labeled-JOIN
Option number = ?
2 Choose to add observations.
De vou wish to continue with the JOIN procedure ? To continue you must have
1. Data Set #1 currently in memory.
Title for combined data set (<= 80 characters) = 7 2. Data Set #2 previously stored by this
program.
3. Total observations times varibles <
1500.
TOTAL ACT SCORE/GPA COMPARISON DATA 4. Each data set must contain the same
File name of data set #2 = 7 number of variables arranged in the
same order.

GRADEA: INTERNAL

Is data set ¥2 medium placed in device INTERNAL

? This data set (the first set A in the Minitab
manual) was previously stored.

YES

Press ’CONTINUE ’ when ready to continue.

Press 7 CONTINUE’ when readv to continue.

Is prodram medium placed in device 7

YES

TOTAL ACT SCORE/GPA COMPARISON DATA

Number of variables: 3
Number of observations: 100

Variable names: The two data sets are combined. That is
} . UER;‘( the second 50 observations are ‘attached’
2., MATH to the bottom of the original 50 observa-
3. GPA tions.

Subfiles: NONE
PROGRAM NOW UPDATING SCRATCH DATA FILE

Option number = 7
0 Exit Join routine
SELECT ANY KEY
LIST ROUTINE
Select Special Function Key labeled-LIST
Option number = ?
i List all the data

Enter method for listing data:

- In tabular form

39



TOTAL ACT SCORE/GPA COMPARTISON DATA

Date type is: Raw daota

Variable ¥ 1 Variable ¥ 2 Variable & 3
(VERR ) (MATH ) (GPA K
ORS#

1 S00.00000 L61.00000 2.30000
2 460.00000 692.00000 £.40000
3 747.00000 6£72.00000 2.80000
4 $92.00000 444 . 00000 2.40000
S 7%2.00000 729.00000 2.40000
b 695.00000 681.00000 2.50000
7 6£10.00000 777.00000 X.60000
8 620.00000 638.00000 2.60000
9 682.00000 704.00000 3.60000
10 $24.00000 700.00000 2.90000
i1 S52.00000 692.00000 2.60000
12 703.00000 740.00000 2.80000
13 584.00000 738.00000 2.00000
i4 550.00000 638.,00000 2.50000
1% 659.006000 &72.00000 3.%0000
ib6 585.00000 &05.00000 2.00000
17 S78.00000 614.00000 2.00000
i8 S33.00000 630.00000 2.00000
19 S32.00000 S86.00000 1.80000
20 708.00000 705.00000 2.30000
21 S37.00000 681 .00000 2.40000
22 635.00000 647 .00000 3.00000
23 $94.00000 6£14.00000 2.30000
24 S52.00000 669.00000 3.00000
25 S57.00000 6£74.00000 3.20000
26 599.00000 664.00000 2.30000
27 $S40.,00000 658.00000 3.30000
28 752.00000 737.00000 3.30000
29 726.00000 800.000600 3.90000
30 630.00000 6£68.00000 2.80000
34 558.00000 S567.00000 2.60000
32 646.00000 771.00000 2.40000
33 643.00000 749.00000 2.30000
34 606.00000 755.00000 Z.40000
39 682.00000 652.00000 X.60000
36 565.00000 6&72.00000 2.90000
37 s78.00000 6H29.00000 2.40000
28 488.00000 6£11.00000 1.80000
39 364.00000 602.00000 2.40000
40 560.00000 £39.00000 2.90000
41 630.00000 647 . 060000 3.%0000
42 666.00000 705.00000 Z.40000
43 749.00000 6H6B.00000 2.30000
44 669.00000 704.00000 2.90000
45 S74.00000 &47.00000 1.80000
46 520.00000 583.00000 2.80000
47 S74.00000 Ge%.00000 2.%0000
48 539.00000 6£01.00000 2.50000
49 SRO.00000 HI0.,00000 240000
S0 629.00000 H95.00000 2.90000
S H2F3.,00000 S09.00000 2.&0000
52 454, 00000 471.00000 2.30000
53 &H43.,00000 700.00000 2L.Aa0000
%4 S8%.00000 7492.00000 .00000
55 749.00000 74000000 X, L0000
56 623.00000 H£43.00000 2.90000
57 574.00000 665, 080000 T,40000



b1

646 .
613,
655,
bHbe .
585,
S80.
648,

40%

504,
669 .
5598,

577

487,
682,
56%.
562,
S67.
74% .

640

493,
574,
682.
600.
740,
593.

488

526,
630,
S86.

640

695,
539,
490,
S09.
667,
597.
662,
566.
597.
604,
519,
643,

606

Option number

0

anoo0o0
noonn
oonono
00000
00000
00000
60000
00000
60000
00000
pooon
00000
06000
66000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
06000
00000
00000
00000
60000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000

SELECT ANY KEY

Option number

2

?

4

Store recoded

Variable name

RANKS

Number of the

3

749

H?3.
704,
H1 4
557,

HiA

704

L1

681,
£53.
s0n,
635,

584,

629

624,
665,

72

7464,
653,
605,
566,

724

677,
729,
6H19 .
683,
777,
60%,
653,
674,
624,

6014

704,
547,
7%3.
652,
664,

bbH4

602,
557.

SR9
745
593

00000
00000
60000
60000
00000
00000
6e000
00000
00000
ogoon
nooen
op0no
00000
00000
060000
00000
00000
00000
00000
00000
00000
00000
00000
6oonn
60000
60000
00000
aoooo
00000
noooo
006000
.00000
00000
00000
poooo
00000
00000
.00000
00000
00000
. 00000
00000
00000

TO L T P e D4 TS 04 TS 0TS O

RS

NI WM LN OO WA TN =N LINg = 3L

30000
30000
30000
D000
20000

RGIIRY
00000
L20000
70000
00060
SRe0nn
00000
L0000
LA0000
L80000
70000
,40000
L A0000
LB0000
40000
20000
50000
30000
L40000
L80000
.20000
L 00000
70000
30000
.20000
30000
40000
20000

30000

L00000
10000
60000

.

40000

L40000
30000
00000
.20000
L40000

RECODE ROUTINE

data in Variable # ((

({(= 10 characters) =

variable to be recoded

Number of recoding intervals to bhe

n

specified

?

Exit List routine

Select Special Function Key labeled-RECODE

Recoding using contiguous unequal inter-
vals is chosen.

Recoded data stored in variable 4.

Variable name or label.

Recode based on variable 3 (GPA).

((=p0) = ?
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4
Lower limit of first interovnl = ?
1.0

Upper limit of interval 4 4§ =
?

2.0

Far data falling in interwal § = T 1 , 2 3, code
?

i

Upper 1imit of interval & 2

?

3

For data falling in intepyval) 2 = [ 2 33, code
?

e

Upper limit of interval ®* 32

"

3.5

For data falling in interval 3 = [ 3 . 2.% ). code
?

3

Upper limit of interval # 4 =

v

4

For daota falling in interval 4 = [ X% , 4 ), code
?

4

Iy nbove information correct?
YES

Variable # 3 i¢ recoded into 4 cateqgories, and the
valuves are stored in Variable # 4 , whare:

CATEGORY EROUNDS + ORS
LOWER {IPPER CODED
1.000 2.000 ?
2.000 2.000 G4
3.000 3.500 29
3.500 4.000 2
Option number = ?

0
PROGRAM NOW UPDATING SCRATCH DATA FILFE
SELECT ANY KEY

LIST ROUTINE

Option number = ?

1

Enter method for listing data:
3

Four intervals

See table below for summary of recoded
specifications.

recoded

Summary: Note that upper limit is not
closed but open. That is a value of 3.5
would be recoded as a 4.
CODE
5,000
2.000
3.000
4.000

Exit Recode routine

Select Special Function Key labeled-LIST

List all the data.

In tabular form.



Data type is:

j=
o
&N
L

pw

Raw data

Variable # {

(VERE

)

500.00000
460.00000
747.00000
592.00000
7%2.
695.
640,
00000
.00000
524,

620
682

552

584

533

00000
00000
00000

onnoo

00000
703,
.00000
550,
659,
585.
578.

532,
708.
537.

635
591

552

752

558

nooono

00000
006000
00000
0a000
00000
00000
00000
00000
00000

00000
.00000
857,
599.
540,

06000
00000
00000

00000
726,
630,

646,

643

606,
682.
565,
578,
488,

364

560.
630,
666.
719.
669.
.00000
520,
$71.

571

539
580
629

623,

454
643

646,

00000
00000
00000
00000
00000
00000
00000
00000
00000
noooo
00000
00000
00000
00000
00000
00000

00000
00000
00000
00000
06000
00000
00000

00000
58%.
749,
693,
574%.

00000
0nooon
00000
0o000
00000

TOTAL

ACT SCORE/GPA COMPARISON DATA

Varinble % 2

(MATH

664

692,
h72.

444

729,
681,

777

638,

704

700,
692,

740

7383,
638,

L7R2

605,
614,
630,
S86 .
704 .

6814

647,
614,
669,
674,
664,
658,
737,

eon

668,
567 .

774

749.
755.

652

672,
6HR29 .,
3% A
602,
639,
647,
705,
668,
704 .
647,
583.

593

601,

630

695,
509.
471,

700

719.

710
643
665
749

)

00000
00000
60000
00000
6oooo
pooon
.00000
00000
00000
00000
ngooo
L0000
00000
00000
.00000
00000
goonn
00600
00000
00000
L00000
00000
00000
00000
00000
00000
00000
00000
00000
60000
60000
.00000
00000
00000
00000
00000
60000
00000
00000
00000
goooo0
00000
00000
00000
00000
00000
.00000
06000
.00000
00000
60000
060000
00000
00000
.00000
00000
00000
. 00000

Variable % 3
(GPA )

30000
.40000
L80000
40000
.40000
.50000
60000
60000
60000
20000
LA0000
80000
00000
50000
50000
L00000
.00000
000080
LB0000
30000
.10000
00000
LAN000
00000
.20000
30000
30000
30000
20000
.30000
.63000
40000
30000
.i0000
60000
20000
40000
80000
L40000
20000
50000
40000
.30000
.20000
80000
.80000
.30000
50000
40000
20000
60000
30000
.40000
00000
.10000
70000
3.140000
3.30000

amuus‘orcws*oms‘oma‘o:—*mmwumw»rareuwumwmuuumuwuumronwu;‘cue‘ouummurauwumw:-aro

Variable % 4
(RANKS )

.00000
. 00000
L00000
00000
00000
00000
00000
00000
.00000
00000
000060
00000
00000
00000
L0000
00000
00000
L00000
00000
L06000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
.00000
00000
.00000
00000
.00000
00000
L0000
06000
.00000
00000
00000
00000
00000
00000
00000
.00000
00000
00000
L00000
00000
00000
00000
00000
. 00000
.00000
2.00000
3.00000
2.00000

SIS B RE B ?‘x}?d?dl—-\?x)?:]iﬂb?a}?df*i‘di‘dbuw!‘c?&:";}biﬁ»{:“GN&J’;»%N?;J:“G;—*F:J;réh)bf"z:‘w'-b?‘x.!!‘:.}b?d.b?dw?!_’i‘di-“!‘d

N
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59 643.00000 693.00000 2.30000 2.00000
60 655.00000 704.00000 3.30000 3.00000
61 662.00000 644.00000 2.60000 2.00000
62 585.00000 557.00000 3.30000 3.00000
63 580.00000 644.00000 2.00000 2.060000
64 648.00000 704.00000 3.00000 3.00000
65 405.00000 644.00000 1.90000 1.00000
66 506.00000 684.00000 2.70000 2.00000
67 669.00000 653.00000 2.00000 2.00000
68 558.00000 500.00000 3.30000 3.00000
69 577.00000 635.00000 2.00000 2.00000
70 487.00000 584.00000 2.30000 2.00000
714 682.00000 629.,00000 3.30000 3.00000
72 565.00000 624.00000 2.80000 2.00000
73 552.00000 6£65.00000 1.70000 1.00000
74 S67.00000 724.00000 2.40000 2,00000
75 74%.00000 746.00000 3.40000 3.00000
76 610.00000 653.00000 2.80000 2.00000
77 493.00000 60%5.00000 2.40000 2.00000
78 574.00000 566.00000 51.90000 1.00000
79 682.00000 724.00000 2.50000 2.00000
80 600.00000 &77.00000 2.30000 2.00000
81 740.00000 7R9.00000 3.40000 3.00000
82 593.00000 614.00000 2.80000 2,00000
83 488.00000 68300000 1.90000 1.00000
84 526.00000 777.00000 3.00000 3.00000
8% 630.00000 H0%.,00000 3.70000 4.,00000
B6 586.00000 653.00000 2.30000 2,00000
87 £40.00000 674.00000 2.90000 2.00000
88 69%.00000 634.00000 3.30000 3,00000
89 539.00000 604.00000 2.40000 2.00000
20 4%20.00000 704.00000 1.20000 .00000
91 509.00000 547 .00000 3.30000 2.00000
P2 66700000 7RE.00000 2.00000 2.00000
93 597.00000 652.00000 3,40000 3.00000
P4 662.00000 664.00000 2.,60000 2.00000
9 %66.00000 664,00000 2.40000 2.00000
6 597.00000 &02.00000 2.40000 2.00000
7 604.00000 557.00000 2.30000 2.00000
?8 549.00000 H29.00000 3.00000 3.00000
99 643. 00000 745.00000 2.90000 2.00000
ioo0 606.00000 593.00000 2.40000 3.00000

Option number =

0 Exit List routine
SELECT ANY KEY
SUBFILE ROUTINES

Select Special Function Key labeled-SUBFILES
Option number = ?

Choose to create subfile by values of a
3 variable.
Which variable shouvld be vsed to create the subfiles ?
Enter variable no. to be used in creating

4 subfiles.
Criterion value = { Fnter name for subfile 4 ({=40 characters)
?
POOR
Criterion vnlne =
2
AVERAGE
Criterion valuye = 3 Enter name for subfile 3 ({=10 characters)
?
GOOD
Criterion value = 4 Fanter name for subfile 4 ({(=40 characters)

g

Enter name for subfile 2 ((=10 characters)



?
EXCELLENT
Is the abowe information correct 7

YES

Subfile name: beginning ohservation--number of observations
i. POOR i @
2, AVERAGE i0 54
3. GoOp 64 29
4, EXCELLENT @2 8
Option number = ?

0 Exit Subfile routine

PROGRAM NOW STORING DATA
SELECT ANY KEY

LIST ROUTINE
Select Special Function Key labeled-LIST
Option number = ?
i List all the data
Enter method for listing rata:
3 In tabular form

TOTAL ACT SCORE/GPA COMPARISON DATA

Data type is: Raw datn Data is again listed but has now been rear-
ranged on the basis of variable 4.

Variable #% 1 Yariahle * 2 Yariable # 3 Yariable # 4

(VERE ) (MATH ) (GPA ) (RANKS i
ORS#

1 460.00000 ER2L00000 1.40000 1.00000
2 532.00000 586.00000 1.60000 i.00000
3 488 . 00000 &14.00000 1.80000 L.00000
4 574.00000 647 .00000 £.80000 L.00000
S 40%.000600 4400000 .en0o00 1.00000
6 552.00000 665.00000 L.70000 .00000
7 574.00000 S6H6.00000 .20000 1.00000
8 488.00000 683.00000 1.70000 .00000
£4 490,00000 704.00000 1.20000 i.00000
i0 506.00000 H64,00000 2.30000 2.00000
14 747.00000 6&72.00000 2.80000 2.00000
12 S92.00000 445.,00000 2.40000 2,00000
13 695.00000 684.00000 2.%50000 2.00000
14 620.00000 &£38.00000 2.60000 2.00000
15 524.,00000 700.00000 2.90000 2.00000
i6 552.00000 692.00000 2.60000 2.00000
17 550.00000 638.00000 2,50000 2.00000
i8 585.00000 605.00000 2.00000 2.00000
19 $33.00000 630.00000 2.00000 2.00000
20 708.00000 705.00000 2.30000 2.00000
21 S37.00000 681.00000 2.40000 2.00000
22 599.00000 664. 00000 2.30000 2.00000
23 630.00000 668.00000 2.40000 2.00000
24 558.00000 S67.00000 2.60000 2.060000
25 646.00000 774.00000 2.40000 2.00000
26 565.00000 672.00000 2.90000 2,00000
27 578.060000 629.00000 2.40000 2,00000
28 364.00000 602.00000 2.40000 2.00000
a9 S60.00000 639.00000 2.90000 2.00000
30 749.00000 668.00000 2.30000 2.00000
31 669.00000 704.00000 2.90000 2.00000
32 $20.00000 583.00000 2.80000 2.00000
33 $74.00000 593.00000 2.30000 2.00000
34 539.00000 605.00000 2.50000 2.00000
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3
36
37
38
39
40
41
n

43

45
46

48
4
S0
54
oY
53
54
5%
Sé6
S7
58
5¢
60
64
62
63
64
65
b6
&Y
68
69
70
71
72
7R
74
7%
76
77
78
e
81
a1
3.2
83
84
&35
86
87

8
70
?1
Q2
93
94
95
?6
97
98
99
100

580 .
629,
623,

454,
643,
693,
643,
662,

580.

S06.

669 .
S77.
487 .
565.
567 .
610,
493,

682,

600,

593.
586,
610.

539 .

667,

662
S66
597.
604.
b43.
752,
584,
578.
635,

5%1 .
L 00000
557.

552

540,

752,

6473,
6H06 .
b6Hb
585%.
7419
5714
646 .
655.
%8s,
648 .

558,

682

74",
7410,
Se6
695
509 .
$97.
519
606,
610,
682
703,
659,
726

630.
630 .

00000
00000
00000
00000
00000
660600
nnooo
00000
00000
00000
00000
00000
00000
6oo00
00000
0onoo
00000
00000
00000
00000
n6oo0o
00000
00000
06000
00000

00000

00000
00000
nnooo
60000
60000
00000
foooo
nooao

60000
00000
00000
06000
0ooao
neoon
00000
6onon

L00000

npo000
00000
Nnooo
noooo
06000
onoono
00000
ponoa
00000

.00000

00000
00000
00000
00000
00000

00000

00000
00000

00000
682,

00000
00000
00000

630
£9%
509
4714

700

643
693
614
Hid
6HB14
653

635,
S84,
624,

724

653,
605,
724,
677 .
651,
653,
674 .
604,
753,
bLb4
bHb4 .
602,

5%7
745

729 .
738 .
644,
647,
65 4.
H6? .
674,
6H9R,
737.
749,

755

705,
719,
710

565

L00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
00000
0onnoo
00000
00000
00000
00000
Gnooo
00000
00000
00000
00000
00000
0noono
00000
00000
00000
6ooon
00000
60000
60000
00000
.00000
poano
onnon
oonoo
00600
00000
00000

7.00000

00000
00000
00000
aonon
00000

7.00000

00000
00000
. 00000
,0oo000
00000
00000

.. 00000

00000

. 00000

00000

2.00000

00000
00000

FIPITOTTIMINOMITINOTI O TONITARI P PO T P T RO T3 T T

NN W T3 TO TS TS

o

(SRR IR SR RS QETA RN

i

[ISRIVIR U IV IR S TSN R ON BN QEVN B~ IR PSR 4% R4V IRV IR S I SN B UV IR SR UL AN I E RN SR REHIRVE SR FL IR PR 8

40000
20000
60000
30000
40000
20000
L 30000
60000
00000
L70000
.00000
00000
L30000
LB80000
L40000
LB0000
40000
.90000
.30000
.80000
.30000
20000
40000
00000
60000
LA0000
40000
30000
70000
LA0000
00000
00000
00000
30000
00000
20000
L0000
L30000
30000
Sdnooo
40000
00600
o000
10000
L30000
30000
.30000
Laoo0on
LE0000
30000
L40000
40000
00000
30000
L30000
10000
L00000
, 40000
60000
60000
.B80000
50000
L20000
60000
50000
70000

™ re

RS IR Y IR RS

EXS IRy

LRSI

RS IR IRV I NS I aS

M2
xS

NN DI W W RN RO ioraigrg

]
i~

D OHD DD DD D U NN WD WL NN WL

00000
00000
L00000
00000
00000
00000
.G0000
00000
00000
00000
00000
00000
00000
00000
00000
L 00000
00000
L00000
00000
00000
.00000
00000
.00000
00000
.00000
00000
.00000
00000
00000
00000
00000
. 00000
00000
.00000
00000
L 00000
06000
00000
00000
.oo000
00000
L00000
00000
00000
000080
, 00000
L00000
00000
00000
o000
L0nann
L0o0an
L00a00
06000
00000
.oo0o00
.000060
00000
00000
00000
00000
00000
00000
00000
006000
.00000



Option number = ?

0 Exit List routine
SELECT ANY KEY STORE ROUTINE

Select Special Function Key labeled-STORE
Enter option number desired

i Store the complete set of data.
Name of data file = ?

TGRADE : INTERNAL On this file.
Is data medium placed in device 7

?

YES

PROGRAM NOW STORING DATA ON TGRADE:INTERNAL

¥ %X X %X X The data and related information are stored in TGRADE:INTERNAL X X % X X

Is prodram medium placed in device 7
YES
Enter option number desired

0 Exit Store routine.
GELLECT ANY KEY
SELECTION ROUTINES

Choose Special Function Key labeled-SELECT
Choose option desired !

& Select choosen instead of Scan.
Choose option desired

1 Choose to Select on basis of value of just
SELECTION BASED ON ONE YARIAELE one variable.

Which variable shouvld be vsed ?

i Variable 1 = Verb

Criterion variable = § (UERE)

What valuves can the criterion variable taoke 7

550800 Select those cases for which Verb is be-
Allowable values @ S50-800 tween 550 and 800.
Which subfiles do vou want to be selected 7

AL For both subfiles.
SUBFILES TO RE SELECTED - ALL

ORSERVATIONS SATISFYING SELECTION CRITERION

3 5 9 10 12 14 15 16 47 19
20 22 23 24 25 26 28 29 30 31
2 33 35 36 37 38 40 42 43 44 These observations
a5 47 49 S0 S 53 54 85 56 57 meet the oriteria.
5§ 9 &1 62 63 64 65 67 6B &9
oo 7L R Y3 w4 vS e 78 7% B0

81 ga 84 8% 86 87 88 8% ?0 94
?3 94 ?5 Pé 97 k45 a4 o0
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BEFORE SELECTION AFTER SELECTION

SURFTIILE NUM OF 0ORS NUM OF ORS

POOR o 4 The Selection routine saves only those
Avéﬁ AGE 54 4‘,3 observations whose verbal score was be-
cOOD - - 9 ,,l,“ tween 550 - 800. The rest of the observa-
é);CELL ENT “8 "‘é tions are discarded from the program
PROGRAM NOW UPDATING SCRATCH DATA FILE memory.

Choose option desired

0 Exit Select routine.

SELECT ANY KEY
STATS ROUTINE

Select Special Function Key labeled-STATS
What statistic options are desired ?

i Mean, Cl, Variance, Standard Deviation,
UARIABLES= Skewness, Kurtosis.

?

AlL Statistics will be computed for all variables.

Confidence coefficient for confidence interval on the meane.g. 90,9%,89%) =

0o With a 95% coefficient.
Option number = ?

2 Complete statistics for specified subfiles.

Qhﬂt subfiles are desired ?
14 All subfiles

KON KKK KK K K K K K 3K 0K 3K 3K 3K 3K KKK 3 3K 3K 3K KK KKK 3K 3K K oK 3K KK 3K 3K K oK 3 K KKK 3OK 3K oK KOK K HOK KKK KOK 3K K K K Ok KKK

X SUMMARY STATISTICS X
X ON DATA SET: X
X TOTAL ACT SCORE/GPA COMPARISON DATA X

AKOKK K 3K 3K 3K K K K 3K K 3K 3K 3K 3K 3K 3K 3K 3 0K 3K 3K KK 3 KK 3K 3K 3K K3 3K 3K 3K KK K 3K 3K 3K 3K 3K 3K 3K 0K 3K 3K 3K KK 3K K KK 3K KKK KK XK K % K

Subfile: POOR

BASIC STATISTICS

VARIAEBLE
$# OF # OF
NAME OBS. MISS SUM MEAN VARIANCE STD.DEV.
VERE 3 0 1694.0000 564.66467 120.3333 10.9697
MATH 3 0 1878.0000 626.0000 27841 .0000 52.73%2
GPA 3 0 5.4000 1.8000 .0400 .4000
RANKS 3 0 3.0000 i.0000 0.0000 0.0000
VARIAELE COEFFICIENT STD. ERROR 95 % CONFIDENCE INTERVAL
NAME OF VARIATION OF MEAN LOWER LIMIT UPPER LIMIT
VERR 1.94268 6. 33333 537.60540 594 .72793
MATH 8.42445 30.44667 495 .90649 756.093514
GPA 5.5555%6 05774 1.55334 2.04669
RANKS 6.00000 0.00000 1.00000 i.00000



VARIAELE SKEWNESS KURTOSIS
VERE -.70744 -4.50000
MATH -.64556 -1.50000
GPA 0.00000 -1.50000
RANKS = ==mmmomssem—e—— seeeeeese—ee e
Subfile: AVERAGE
EASIC STATISTICS
VARIARBLE
+ OF % OF
NAME ORS. MISS SUM MEAN VAR IANCE STD.DEV.
VERE 42 0 25935.0000 617.5000 2382 .4024 48 .8099
MATH 42 0 27348.0000 650 .4286 3694 .4460 60.7820
GPA 42 0 104.3000 2.4833 .0814 .285%3
RANKS 42 0 84.0000 2.0000 0.0000 0.0000
VARIAEBLE COEFFICIENT STD. ERROR 95 % CONFIDENCE INTERVAL
NAME OF VARIATION OF MEAN LOWER LIMIT UPPER LIMIT
VERE 7.90443 7.53452 602.28627 632.71373
MATH ?.34491 9.37886 631.48322 669 .37393
GPA 11.49047 .04403 2.39439 2.57227
RANKS 0.00000 0.00000 2.00000 2.00000
VARIABLE SKEWNESS KURTOSIS
VERE 54548 -.82104
MATH -1.03447 2.32038
GPA -.03388 -.90383
RANKS = —=emseeeee—eeee sesee e
Subfile: GOOD )
RASIC STATISTICS
VARIABLE
¥ OF # OF
NAME OBS. MISS SUM MEAN VARIANCE STD.DEV.
VERE as 0 15948.0000 637 .9200 4324 .1600 65.7583
MATH 25 0 16856.0000 674.2400 4096.6067 64.0047
GPA as 0 80.3000 3.2420 . 0236 L1536
RANKS 25 0 75.0000 3.0000 0.0000 0.0000
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VARIARLE COEFFICIENT STD. ERROR 95 % CONFIDENCE INTERVAL
NAME OF VARIATION OF MEAN LOWER LIMIT UPPER LIMIT
VERE 10.30824 13.15167 610.76982 665.07048
MATH 9?.49287 i2.80095 647 .841385 700.66615
GPA 4.78278 .03072 3.14857 3.27543
RANKS 0.00000 0.00000 3.00000 3.00000
VARIAEBLE SKEWNESS KURTOSIS
VERB 48079 ~1.04%29
MATH -.965%23 42114
GPA -.27487 -1.47768
RANKS = e e e
Subfile: EXCELLENT
BASIC STATISTICS
VARIABLE
+ OF # OF
NAME OES. MISS SUM MEAN VARIANCE STD.DEV.
VERE 8 0 S322.0000 665.2500 1607 . 6429 40.0954
MATH 8 0 5564.0000 695.5000 4398.5744 66.3247
GPA 8 0 29.2000 3.6500 .0200 . 1414
RANKS 8 0 32.0000 4.0000 0.0000 0.0000
VARIARLE COEFFICIENT STD. ERROR 95 7% CONFIDENCE INTERVAL
NAME OF VARIATION OF MEAN LOWER LIMIT UPPER LIMIT
VERR 6.02712 14.17587 631 .72037 698.77963
MATH 9?.53583 23.44827 640.03874 750.96126
GPA 3.87456 .05000 3.53174 3.76826
RANKS 0.00000 6.00000 4.00000 4.00000
VARIAERLE SKEWNESS KURTOSIS
VERE .07320 -1.2475%7
MATH .3848% -.97545%
GPA 64794 -.77%%14
RANKS = e e
What statistic options are desired ?

<

VARITAERLES:

?

Al.L.

Option number
<
What

subfiles a

?

re desired 7

Correlation matrix

Statistics completed for all variables

Compute statistics for specified subfiles

All subfiles
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*****#******X*****X***X*#*****#***************************************X*********

X SUMMARY STATISTICS
% ON DATA SET: *
X TOTAL ACT SCORE/GPA COMPARISON DATA X

AR K KKK KK KKK KK B KKK KKK K 3K KK KK 30K 0K K 3K K KKK 3K K OK KK KKK KKK KKK KKK KK KKK KORK K KKK K K

CORRELATION MATRIX

MATH GPA RANKS
VERE -. 6404640  .BbH0R54 ~——e—mm——e
MATH -, 93BLERR e

GPA e

CORRELATION MATRIX

MATH GPA RANKS
VERE 3530502 . 0440427 ~-—m——m——e
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GPA e
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CORRELATION MATRIX

MATH GPA RANKS
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CORRELATION MATRIX

MATH GPA RANKS
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e mem e
What statistic options are desired ? Median mode, percentiles, Min., Max.,
3 Range
VARIABLES=
ZL l Statistics computed for all variables
[ ¥
Uption number = 7 Compute Statistics for specified subfiles
e
What subfiles are desired ? All subfiles
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X SUMMARY STATISTICS X
* ON DATA SET: X

TOTAL ACT SCORE/GPA COMPARISON DATA X
*****X*******xX#*X*X#**X******t***#**t**#*********#***#*****##******************
Subfile: POOR

ORDER STATISTICS
VARIABLE MAXIMUM MINIMUM RANGE MIDRANGE
VERE $74.00000 552.00000 19.00000 561.50000
MATH 6$65.00000 S66.00000 99.00000 615.50000
GPA 1.90000 1.70000 .20000 1.80000
RANKS 1.00000 1.00000 0.00000 1.00000
TUKEY’S HINGES
VARIARBLE MEDIAN 25-th %Z-ile 79-th Z-ile
VERE 571.00000 552.00000 $74.00000
MATH 647.00000 566.00000 647 .00000
GPA 1.80000 1.70000 1.80000
RANKS 1.00000 1.00000 1.00000
TUKEY‘S MIDDLEMEANS

VARIABLE

MIDMEAN TRIMEAN MIDSPREAD
VERE 564, 66667 566.25000 19.00000
MATH 626.00000 626.75000 81.00000
GPA 1.80000 1.77500 .40000
RANKS 1.00000 1.00000 0.00000
Other percentiles(Y/N)?
NO
Subfile: AVERAGE

ORDER STATISTICS
VARIARLE MAXIMUM MINIMUM RANGE MIDRANGE
VERE 749.00000 550.00000 169.00000 634.50000
MATH 774.00000 4441 .00000 330.00000 606.00000
GPA 2.90000 2.00000 .20000 2.4%000
RANKS 2.00000 2.00000 0.00000 2.00000
TUKEY’S HINGES

VARIAELE MEDIAN 25-th %-ile 7%-th Z-ile
VERE 607.00000 578.00000 646.00000
MATH 6$58.50000 624.00000 681.00000
GPA 2.40000 2.30000 2.60000
RANKS 2.00000 2.00000 2.00000



TUKEY’S MIDDLEMEANS

VARIARLE

MIDMEAN TRIMEAN MIDSPREAD
VERE 610.13636 609.50000 68.00000
MATH 655 . 95455 655.50000 $7.00000
GPA 2.46848 2.42500 .30000
RANKS 2.00000 2.00000 0.00000
Other percentiles(Y/N)?
NO
Subfile: GOOD

ORDER STATISTICS
VARIARLE MAXIMUM MINIMUM RANGE MIDRANGE
VERR 752.00000 552.00000 200.00000 652.00000
MATH 755.00000 500.00000 2%%.00000 627 .50000
GPA 3.40000 3.00000 .40000 3.20000
RANKS 3.00000 3.00000 0.00000 3.00000
TUKEY’S HINGES
VARIAELE MEDIAN 2%~-th Z-ile 75-th Z-ile
VERE 635.00000 585.00000 666.00000
MATH 701 .00000 634.00000 719.00000
GPA 3.30000 3.40000 3.30000
RANKS 3.00000 3.00000 3.00000
TUKEY’S MIDDLEMEANS

VARIAERLE

MIDMEAN TRIMEAN MIDSPREAD
VERR 626 .53846 630.2%000 81.00000
MATH 685 .76923 688.75000 85.00000
GPA 3.23077 3.25000 .20000
RANKS 3.00000 3.00000 0.00000
Other percentiles(Y/N)?
NO
Subfile: EXCELLENT

ORDER STATISTICS

VARIARLE MAXIMUM MINIMUM RANGE MIDRANGE
VERE 726.00000 640.00000 116.00000 668.00000
MATH 800.00000 605.00000 195.00000 702.%0000
GPA 3.%0000 3.50000 .40000 3.70000
RANKS 4.00000 4.00000 0.00000 4.00000
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TUKEY’S HINGES

VARIAELE MEDIAN 25-th Z-ile 7%—-th Z%-ile
VERE 670.50000 630.00000 692.50000
MATH 686.50000 649 .50000 743.50000
GPA 3.60000 3.55000 3.7%5000
RANKS 4.00000 4.00000 4.00000
TUKEY’S MIDDLEMEANS

VARIABRLE

MIDMEAN TRIMEAN MIDSPREAD
VERE 663.25000 665.87500 62.50000
MATH 683.75000 691.50000 ?4.00000
GPA 3.62500 3.62500 .20000
RANKS 4.00000 4.00000 0.00000
Other percentiles(Y/N)?
NO
What statistic options are desired ? Exit Basic Statistics routine

6
SELECT aNY KEY



Regression Analysis

General Information

Description
The Regression Analysis software provides you with five routines to perform various types of
linear and non-linear regressions. The regression routines include:

e Multiple Linear Regression

® Polynomial Regression

® Variable Selection Procedures (Stepwise algorithm, etc.)

® Non-linear Regression

o Standard Non-linear Regression Models

In addition, a residual analysis module is included which will be helpful in judging the quality
of the chosen regression model. Brief desciptions of each regression routine follow.

The multiple linear regression routine performs a least-squares regression on a set of predeter-
mined variables.

The variable selection procedures perform least-square regressions iteratively on sets of vari-
ables which are determined by one of four selection procedures — stepwise, forward selection,
backward elimination, or manual. These selection procedures are helpful in determining
which of the independent variables are ‘‘important’” in predicting the behavior of the depen-
dent variable.

The polynomial regression routine is a special case of the multiple linear regression procedure
where the independent variables are actually powers of a single variable. In other words, the
form of the regression model is:

Y = BO + Bl#(X) + B2%(X12) + ... + Bp*(X1 p),

where Y is the dependent variable, X is the independent variable, and B1, ..., Bp are the
regression coefficients. A routine is also provided so you can plot the X-Y data along with the
regression curve.

The non-linear regression routine allows you to determine the coefficients of virtually any
model you wish to specify. It is more difficult to use than the multiple linear regression routines;
however, its use is mandatory when the model is non-linear in the regression coefficients. An
example of this is the model:

Y = Bl(Exp)B2+X1 + B3*X2),

where Exp is the exponential function. A plotting routine is provided so you can plot any
variable versus the dependent variable. If the model has only one independent variable, the
regression curve can also be plotted.
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The routines referred to as ‘‘standard’” non-linear regressions determine the regression coeffi-
cients for the following four types of common non-linear regression models:

oY = AxX1B + C

oY = AxExp(BX) + C

oY = AxExp(BX) + C*Exp(DX) + E
oY = AxSin(BX) + CxCos(DX) + E

Also provided is a routine to plot the data along with the computed regression curve.

All of the regression programs provide an analysis of variance table, correlations, and the
regression coefficients, as well as their standard errors.

The residual analysis routine provides a list of the residuals as well as a plot of the standar-
dized residuals versus observation number or any variable.

Typical Program Flow

L Enter data via BSDM |

l

Select Advanced Statistics option

1

I Choose type of regression routine ]

1
r Specify model I
1

[ Obtain regression output l

[ Obtain tabie of residuals |

[ Plot residuals l




Special Considerations
Terminology

By an independent variable we mean a variable that can be set to a desired value (for exam-
ple, input temperature or catalyst feed rate in a chemical reaction), or values that can be
observed but not controlled (for example, the outdoor humidity).

As a result of changes in one or more independent variables, the dependent variable will be
affected. For example, the purity of a chemical product may be affected by temperature and
the catalyst feed rate.

In a simple linear regression: Y = BO + B1#X, Y is the dependent variable, and X is the
independent variable, while BO and B1 are the regression coefficients.

Data Structure

Data is input via the Basic Statistics and Data Manipulation routines. You need to tell the
regression routine the number of the BSDM variable which you want to be your dependent
variable. In general, you tell the routine how many independent variables are in your regression
model. Then, you specify the BSDM variable numbers which you want to be your independent
variables. For example, suppose you input 10 variables in the BSDM procedure. You might
specify that variable #4 is your dependent variable and that you want to have five independent
variables. You then might specify the independent variables as BSDM variables #2, #3, #5,
#7, and #9.

If you specify subfiles with the BSDM procedure, you may perform regressions on individual
subfiles.

Note

Non-Linear Regression

You will have to create a file which contains the function and
partial derivatives before you get into the program. The steps in-
volved are shown on page 69.
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Multiple Linear Regression

Object of Program

This routine is designed to calculate a least-squares multiple linear regression on a predeter-
mined set of variables. The general form-of the regression model is:

Y = BO + B1X1 + B2X2 + ... + BpXp + Error

where Y is the dependent variable, X1, X2, ..., Xp are the independent variables and B0, B1,
..., Bp are the regression coefficients.

Several basic statistics, as well as the correlation matrix, are output. An analysis of variance
table is printed. The regression coefficients and their standard errors are output and confi-
dence intervals are constructed about them. Output along with each regression coefficient is
an associated t-value. This statistic is used to test if the regression coefficient is significantly
different from zero, i.e., if the term is useful in the model. In addition, the regression equation
may be used for predictions and a residual analysis may be performed.

Typical Program Flow

‘ Input data via BSOM J

1

Edit, transform, and
list data Obtain basic statistics

!

[ Select Advanced Statistics option

1

| Seiect MLR routine ]

Specify subfile and
variables to analyze

1

Calculate correlation matrix,
R-squared,
and standard error of estimate

1

r Obtain AOV table

l

Obtain confidence intervals
on parameter estimates

1

Obtain residual analysis




Special Considerations

Method of Computing Sums of Squares and Cross Products Matrix

If a data value is missing for one or more variables, the entire observation is deleted, i.e., not
used in computing the sums of squares and cross products matrix (or correlations). Consider
the following matrix where missing values are denoted by an M.

Variable

Observation

g wN -
WhNDWWIN
wZwhN|w

Observation 1 is deleted since the data value is missing for variable 1 and observation 4 is
deleted since the data value is missing for variables 1 and 3. Hence, only obervations 2, 3,
and 5 will be used to compute the sums of squares and cross products matrix, as well as the
correlations.

Constant Term

In the output of the regression coefficients, the term labeled ‘‘Constant’’ refers to the intercept
or initial value when all the independent variables are zero. This constant term corresponds to
the BO term in the general form of the model shown in the Object of Program section.

Transforming Variables

After you input your data via Basic Statistics and Data Manipulation, you can use the trans-
formation routine to create new variables. The transformation routine has several predefined
functions which will allow you to create transgenerated regression variables. Refer to the Basic
Statistics and Data Manipulation section for further details on transforming variables.

Additional Sum of Squares in AOV Table

In the analysis of variance table, you will see that the degrees of freedom and the sum of
squares of regression are dividied into several parts, each with one degree of freedom. For
example, suppose a regression problem has three independent variables, say X1, X2, and X3.
You will notice that these three variables are listed below the ‘“‘regression’ term in the AOV
table, and that each has one degree of freedom. See the sample problem on page 25.

The meaning for the X1 line is as follows. We first consider only X1 in the regression model
and from the sum of squares we can tell how much of the variation of the dependent variable
is explained by introducing X1 into the model. The meaning for the X2 line is as follows.
Given that X1 is in the model, if we introduce X2 into the model we can see how much
additional variation is explained by X2. Then, in the X3 line, we suppose X1 and X2 are
already in the model. The sum of squares shows how much additional variation is explained
by adding X3 to the regression model. The total degrees of freedom of the independent
variables are equal to the regression degrees of freedom. The sum of squares of the indepen-
dent variables will also add up to the sum of squares for regression.
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Methods and Formulae

The Cholesky square-root method is used to factor the sum of squares and cross products
matrix. It is felt that this method produces less round off error than other inversion techniques.
This method, as well as all other methods and formulae used may be found in F.A. Graybill's
Theory and Application of the Linear Model, Chapters 7 and 10.

Stepwise Regression
(Variable Selection Procedures)

Object of Program

This program allows a regression model to be built iteratively using one of four variable selec-
tion procedures. The procedures are stepwise, forward, backward, and manual. A correlation
matrix is calculated and output. An analysis of variance table, as well as partial correlations, F
values for deletion and inclusion, and the regression coefficients are output at each step of the
regression. In addition, a residual analysis may be performed.

The four selection procedures operate as follows:

Stepwise

You specify an F-to-enter and an F-to-delete, and the program begins with no variables in the
regression model. If any of the variables have an F value larger than the F-to-enter, then the
variable with the largest F value is entered into the model. This process is repeated with the
remaining variables. At this point, the F values of the variables in the model are compared
with the F-to-delete. If a variable has a smaller F value than the F-to-delete, it is removed
from the model. This process of adding and deleting variables continues until all the variables
in the model have F values larger than the F-to-delete and all the variables not in the model
have F values smaller than the F-to-enter, or until the tolerance value becomes too small. A
small tolerance value signals that the matrix has become unstable.

Forward Selection

You input an F-to-enter. The program operates in the same manner as the stepwise selection
procedure, except that variables are not deleted. The process continues until all variables not
in the model have F values smaller than the F-to-enter, or until the tolerance value becomes
too small.

Backward Elimination

You input an F-to-delete and the program begins with all the variables in the model. If any
variable has an F value smaller than the F-to-delete, then that variable with the smallest F
value is deleted from the model. This process continues until all the variables in the model
have F values larger than the F-to-delete or until the tolerance value becomes too small.



Manual Selection
As the name implies, variables are added or deleted manually until you are satisfied with the

model.

Typical Program Flow

I Input data via BSDM l

1

I Select Advanced Statistics option

l

I Select Stepwise routine |

|

I Specify variables to be in regression |

1

[ Choose selection method l

l

Specify control parameters
such as F to enter

I

I Variable selection is performed |

| Residual analysis —I

Special Considerations

F Values Insufficient for Further Computation

If one of the stepwise, forward, or backward procedures is used in the selection of variables,
the program will proceed automatically by entering and/or removing variables from the model
until the F values are not exceeded or until the tolerance value is not met. At this point the
program reverts to the manual mode. So, for example, this allows you to enter a variable
whose F value is just slightly less than the specified F-to-enter.
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Methods of Computing Correlations

Two methods of computing correlations are available. The first method will use an observa-
tion only if data values are present for each variable. The second method uses all possible
data values to compute each correlation. If no missing values are present, method two should
be used to speed computation.

A simple example will show the difference between the two methods. Suppose we have the
following data set:

Variable
1 2 3
1 2 3 M
. 2 3 2 4
Observations 3 1 3 5
4 M 1 4

It method one is used to compute the correlations, only observations 2 and 3 will be used.
Observation 1 will be deleted entirely since the data value is missing for variable 3. Similarly,
observation 4 will be deleted entirely since the data value is missing for variable 1.

Conversely, suppose method two is chosen. The correlation between variables 1 and 2 will be
computed using the data values of observations 1, 2, and 3. The correlation between vari-
ables 1 and 3 will use the data values associated with observations 2 and 3. Similarly, the
correlation between variables 2 and 3 will use the data values associated with observations 2,
3, and 4. Hence, data values from a given observation are used if the data points are present
for the two variables under consideration.

The observations used to compute AOV table are the same as those used to get the correla-
tions.

F-to-enter, F-to-delete

A variable must have an F value which is greater than the value of F-to-enter for entry into the
regression model via the stepwise or forward selection procedures. A typical value is 4. A
variable may be deleted from the regression via the stepwise or backward selection proce-
dures only if its F value is less than the value of F-to-delete. When using the stepwise proce-
dure, you must have F-to-enter >= F-to-delete. The F-to-enter should be selected from
tabled values for your desired significance level with 1 and n-v degrees of freedom, where n is
the number of observations and v is the number of variables in the regression. Since you
don’t know how many variables will be in the regression a priori, you might guess the number
of variables which will end up in the regression for your initial analysis.



Tolerance Value

You will be asked to enter a tolerance value. Your input must be between 0 and 1. The
tolerance value is a scaled function of the determinant of the X'X matrix, and is a measure of
the stability of the correlation matrix. If a variable not in the equation is linearly dependent on
one of more of the variables already in the model, then the correlation matrix will have a
determinant of zero. So, if the computed tolerance value gets too small, this might suggest a
singular matrix. A suggested value for the tolerance is .01.

Reading the Output

In the algorithm, one variable will be entered or deleted per step. The variables currently
included in the regression model are printed on the left side of the table. The variables which
are not currently included in the model are printed on the right side of the table.

Partial Correlation

The partial correlations of the variables not currently in the regression equation are output.
After a variable, say X1, has been entered into the regression model, the program calculates
the partial correlation of the other independent variables with the dependent variable, given
that X1 is in the regression model.

Adding One Variable to the Model

If any of the variables has an F value larger than the F-to-enter, then the variable with the
largest F will be entered into the model provided that its tolerance value is greater than the
user specified tolerance value.

Deleting One Variable from the Model
If any variable currently in the regression equation has an F value smaller than F-to-delete,
then the one with the smallest F value will be deleted from the model at that step.

Manual Selection

After you have completed a portion of the program, you will see the prompt “Input ‘K’, delete
‘=K’ ?”’. At this point the program is operating in a manual mode. That is, you may add a
variable to the regression equation by entering its number, or delete a variable from the
equation by entering its number preceeded by a minus sign.

Methods and Formulae

All methods and formulae used in this routine may be found in Statistical Methods for Digital
Computers by K. Enslein, et.al.
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Polynomial Regression
Object of Program

This program is designed to fit a polynomial regression model of the form:
Y = BO + B1(X) + B2(X12) + B3(X13) + ... + Bp(X1p)

where p <= 10. The regression coefficients, BO, B1, ..., Bp are computed by the method of
least squares.

The degree of the regression, p, is chosen by you with the aid of a preliminary analysis of
variance table and, if desired, an X-Y scatter plot. The preliminary analysis of variance table
shows the additional sum of squares explained by models of successive degrees as well as the
associated F values and R-squared values.

After the degree of the regression is selected, an analysis of variance table for the model is
printed and confidence intervals are constructed about the coefficients. In addition, a residual

analysis may be performed.

Typical Program Flow

| Input data via BSDM I

1

Select Advanced Statistics option ]

!

Select Polynomial Regression ]

l

Specify variables
and subfile for analysis

1

Plot the X-Y pairs J

l

Input maximum degree
of regression to consider

l

Decide degree of regression
based on preliminary AQV table

1

Obtain final AOV,
parameter estimates and
confidence intervals

|

Plot regression line ]

I

Perform residual analysis |




Special Considerations

Degree of Model

The maximum degree of the model has been set (somewhat arbitrarily) at 10. Models of
degree ten involve arithmetic operations using the X variable raised to the 20th power, where
X is the independent variable. Hence, substantial round-off errors may occur with models of
high degree. In general, a model of degree p will involve X values raised to the 2*p power. It
is therefore suggested that you use extreme caution in choosing models of high degree.

Method of Computing Sums of Squares and Cross Products Matrix

If a data value is missing for one of the two variables, the entire observation is deleted, i.e.,
not used in the computation of the sums of squares and cross products matrix. See Special
Considerations of the Multiple Linear Regression section for an example.

Preliminary AOV Table

After plotting the X-Y data pairs, you will be asked to specify the maximum degree of the
regression. A preliminary AOV table will be displayed which will show the additional sum of
squares and R-squared for the linear, quadratic, cubic, ... regression models. This table can be
used as an aid in determining the appropriate degree for your polynomial model.

Plotting Considerations

When plotting the data and regression, every tic mark on the axes will be labeled. So, you
should specify no more than 10 tic marks to obtain an uncluttered plot. One tic mark will
coincide with the point where the X-axis crosses the Y-axis. Another tic mark will coincide
with the point where the Y-axis crosses the X-axis.

Plotting the data is highly recommended since a plot may suggest the degree of the polyno-
mial model.

Methods and Formulae

The Cholesky square-root method is used to factor the sum of squares and cross products
matrix. [t is felt that this inversion method produces less round-off error than other proce-
dures. This method, as well as all other methods and formulae may be found if F.A. Graybill’s
Theory and Application of the Linear Model.
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Nonlinear Regression
Object of Program
Given a model
Y= f(Xl,Xz...,Xm ;8182,...,819) +€

where the model f contains m independent variables X; and p parameters Bj and given n
observations

(Yi,Xiy, Xip,...,Xi,) ;3 i=1,2,...,n

this program computes the least square estimates ﬁj; that is, the program adjusts the Bj to
minimize

n ~ ~ ~ .
Q = 3{Yi—{(Xiy,Xip,...,Xim,B1,B2.....Bp)}
i=1

You supply the functional form of f. For example, one possible form would be
Y =B exp (B2X; +B3sX2) + B4

The program also provides X-Y scatter plots (the non-linear regression curve can be added to
the plot if the model contains only one independent variable). After each iteration the follow-
ing information is output: the iteration number, estimated parameter values, and sum of
squared residuals (Q). Confidence intervals (regions) on the parameters are also constructed.
In addition, a residual analysis may be performed.

Before beginning the program, you will need to create a file which contains the function and
partial derivatives. The necessary steps are shown in the Special Considerations section.



Typical Program Flow

| Input data via BSDM I

l

[ Select advanced statistics |

l

[ Insert program medium

| Choose Nonlinear Regression |

[ Specify variables and subfiles l

1

| Plot X versus Y |

t

Load subroutine with
function and partial derivatives.

l

Enter initial values
for every parameter

l

Estimation of parameters |

1

I Plot regression line I

1

Confidence invervals
on parameters

1

Residual analysis
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Special Considerations

Limitations
The maximum number of parameters in the model is 20. Also, the number of observations
times the number of parameters must be less than or equal to 5000.

Convergence Criteria

From a user viewpoint there are three modes of program termination during the iterative
stage of estimation of the parameter. The first mode is the satisfactory completion of the
convergence criteria; that is, the iteration is terminated whenever

13 |

_ < delta for all j
0.001+ |Bj |

where delta is a small number that you input, and §j is the change in Bj resulting from the last
iteration. This is the normal termination which should occur when a proper function has been
specified for f, the derivatives are specified correctly, and the initial estimates for the para-
meters are reasonable.

A second mode of termination can occur when the program determines that the process is not
converging in a satisfactory manner. (For the procedure used in determining whether the
process is converging properly, see Reference 5.) If the program does terminate the iterative
process, you are able to respecify the convergence coefficient (Delta), the function and/or
derivatives, and the initial parameter estimates.

The third method of termination of the iterative process is for you to ‘‘force off’ the computa-
tional process by pressing the ‘“No’’ key.

Quick Plot

A quick plot is essentially a default plot with plotting parameters:
1. X-min=actual X-min, X-max = actual X-max.

Y-min = actual Y-min, Y-max = actual Y-max.

Y-axis crosses X-axis at X-min.

X-axis crosses Y-axis at Y-min.

Distance between X-tics = (Xmax-Xmin)/5.

Distance between Y-tics = (Ymax-Ymin)/5.

N0k W

Number of decimals for labeling X-axis and Y-axis=2.

You may wish to have the quick plot drawn in order to ‘‘see’”” what the relationship
between Y and the X you have chosen looks like.

The actual limits of the confidence intervals are very data dependent. Caution should be
exercised in using these limits if many iterations were required to determine the regression
coefficients.



Before you Run Non-linear Regression

To run non-linear regression, you must first create a file which contains the function and partial
derivatives you wish to use. You can create as many of the files as you wish. The procedure to
create these files is as follows:

e Insert your floppy in the built-in disc drive
® Type SCRATCH A; press EXECUTE

® Press EDIT key; press EXECUTE
You should now see the line number ten on the screen.

e Now type in each line of the file, pressing ENTER after every line that has been entered.
The file should resemble the one below.

Note
Remember that partial derivatives should be taken with respect to
P(*).
10 BUB Function(P{*),X(%),F)
20 FzP(1)+P(2)%X (1) "P(3)
30 SUBEND
40 SUB Partial (P{(%*) yX{(*):Der(*))
30 Der(l)=1
BO Der(2)=X(1)"P(3)
70 Der(3)=P(2)*LOGCK (1)) *X (1) "P(3)

80 SUBEND

® The two SUB statements in your file must be exactly the same as in the example.

® When you have finished typing the two subroutines, press the CLR SCR KEY. Type STORE
“name of file”’. You may name your file whatever you like as long as the name is not greater
than ten characters long and has nothing but letters and numbers in it.

® You may now begin running the Statistics Library by typing LOAD “AUTOST”,1 with the
BASIC Statistics and Data Manipulation disc in the internal disc drive.
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Methods and Formulae

The Marquardt’s procedure (see Reference 5) is used to obtain the estimated parameters in
each iteration. Define

=(Zij)=[ f(X,j, Xgj,..., Xmj, Bh BP ] [ (af(X], B)]

3P 9P

then each iteration can be written as

Bk+1) B

where 3(k) is the solution of the set of linear equations

(A+N)3=Z'(Y—{(X,8)) =g

where A=2Z'Z and g are evaluated at B(k) (both A and g are normalized in the program), and
where \ is an adjustable parameter which is used to control the iteration. The motivation of
Marquardt’s method is to choose \ so as to follow the Gauss-Newton method to as large an
extent as possible, while retaining a bias towards the steepest descent direction to prevent
divergence.

The square root method is used to solve the system of linear equations in each iteration and
to obtain C = (Cij)=A" 1.

For the confidence intervals (regions) on parameters, the 1 — a one-at-a time confidence inter-
val on Bj is

B — t(a/z:n — p)(Se®Cii) Vo< Bi<pj + t(a/a:n — p) (Se2Cjj) Ve

and the approximate 1 — « simultaneous confidence intervals on Bj’s are

Bj — (pF(a:p,n — p)Se?Cij) Va=<Rj<Rj + ((pF(a:p,n — p)Se?Cjj) V2

where p is the number of parameters in the model, n is the number of observations (exclude
the missing values), t(a/o:n —p) is the a/2 upper point of the T-distribution with n-p degrees of
freedom. F(a:p,n—p) is the a upper point of the F-distribution with p and n-p degrees of
freedom, and Se is the standard error of the residuals.
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Standard Nonlinear Regressions

Object of Program

This program determines the regression coefficients for the following four types of standard
non-linear regression models:

1. Y=AXTB)+C

2. Y = A*Exp(BX) + C

3. Y = A*Exp(BX) + C*Exp(DX) + E
4. 'Y = A*Sin(BX) + C+Cos(DX) + E

where the intercept term, C or E above, is optional. The intercept is determined by using an
approximate minimum Y value in the observed data as the initial value.

Typical Program Flow

[ Input data via BSDM I

!

l Select Advanced Statistics option l

1

Choose Standard Non-linear
Regression routine

1

Specify variables and
subfile for the analysis

Choose model and,
if desired, intercept

1

Plot the data ]

1

Use initial parameter values
provided or supply your own

I

Non-linear regression performed
to estimate parameters

1

I Plot regression curve I

1

| Obtain confidence intervals l

1

I Perform residual analysis I
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Special Considerations

Initial Parameter Estimates

In models 1), 2), and 3), initial estimates for parameters are obtained by linearizing the model.
This is accomplished by taking the logarithm of both sides of the equation for model 1, and by
taking the logarithm of Y in models 2 and 3. In model 3, C is taken as .1*A and D = .5*B. In
model 4:

A = (Ymax — E) * Sin(a) * Cos(B * Xmax)

B = 360 / (length in units of X of a typical cycle)
C = (Ymax - E) * Cos(a) * Sin(B*Xmax)
D=B

E = sample mean of y

where a = 90 — B * X1, for data in degrees, and X1 is the X value at Ymax.
For angular units in radians, the estimates of B and C will change accordingly.

Convergence Criteria
There are three ways by which the program may terminate its iterative procedure of estimat-
ing the model parameters.

a. The iteration is terminated when
| Aj|/(.001 + | Bj| < Delta for all regression coefficients, Bj,

where Delta is a small number that you input, and Aj is the change in f%j resulting from
the last iteration. This is the normal termination which should occur when the proper
model has been selected for a given data set and the initial estimates are chosen prop-
erly.

b. When the program determines that the process is not converging in a satisfactory man-
ner, it will terminate. For the procedure used in determining whether the procedure is
converging properly, see reference 5 in the Non-linear Regression section. If the prog-
ram does terminate the iterative process, you can re-specify the convergence coefficient
(Delta), and/or the initial estimates of the parameters and try the regression again.

c. You may force the iterative procedure to terminate by pressing the “Stop’’ key.

Angular Units for Model 4

When model 4, the trigonometric model, is chosen, you need to specify two additional items for
the program. You must declare whether your X values are in degrees or radians. In addition,
during the routine which supplies the initial estimates for the parameters, you need to specify
the length of a typical cycle of data.



Residual Analysis
Object of Program

This program allows you to analyze the residuals from a regression problem in order to check
the adequacy of the regression model. It may be used upon completion of any of the regres-
sion routines. The residuals may be printed and/or plotted.

The residual printout includes the observed values, predicted values, residuals, and standar-
dized residuals. A final column shows which residuals are significantly large.

The residual plot allows you to plot the standardized residuals versus observation number or
versus any of the variables in the model.

Residuals may be generated for subfiles which were not used in the determining the regres-
sion equation. This may be useful as a method of confirming the adequacy of the derived

model.

Typical Program Flow

Request a residual analysis
upon completion of regression

' Print out residuals I

| Plot residuals J

Special Considerations

Range of Standardized Residuals

The standardized residuals are plotted in a range from -5 to 5. If any standardized residuals
are outside this range they will not be plotted, but a note showing the number of residuals off
scale will be added to the plot.

Significance of Residuals

The last column in the residual table output shows which residuals are significantly large. In
this column, two asterisks are printed for standardized residuals between two and three stan-
dard deviations away from zero. Similarly, three asterisks are printed for standardized re-
siduals between three and four standard deviations away from zero, and four asterisks are
printed for standardized residuals four or more standard deviations away from zero.

Distance Between X Tic Marks When Plotting
The first tic mark will coincide with the minimum X value. Every tic mark will be labeled.
Hence, an uncluttered plot would contain no more than 10 tic marks.
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Methods and Formulae
Suppose you wish to fit a regression model of the form:

Y = BO + B1X1 + B2X2

where B0, B1, and B2 are the regression coefficients. We will call the nth predicted value for
Y, y(n), the nth residual r(n), and the Jth observation of the Ith variable, D(I,d). We would
then calculate the following:

1.

2.
3.

4.

Predicted Y: y(n) = b0 + bl1*D(X1,n) + b2*D(X2,n), where b0, bl, and b2 are the
predicted regression coefficients.

Residual: r(n) = D(Y,n) - y(n)

Standard error of residuals: Ser = (residual mean square) 1.5, where the residual
mean square is calculated in the regression routine.

Standardized residual: SR(n) = r(n)/Ser

The residuals for a nonlinear regression are derived in a similar manner except that the non-
linear regression model is used to predict Y.



Example 1: Multiple Linear Regression

The data below will illustrate Multiple Linear Regression. The data consists of three variables,
X1, X2 and the independent variable Y:
Are vou do0ing to use user defined transformation

or do Non-linear redression? (Y/N)
NO

M vou using an MPIE Peintee?

YES
Enter select codes bus address (if 7+1 Ppress CONT)?

K ROROE KKK KK IO R SH 5 KK KR K KKK KK 0K 3K K oK 008K K AR K SRR 0 OK HOR R R B KR
¥ DATA MAMIFPULATION ,
FKRIKKAOK KKK K KKK KKK KO K X KK A KKK KK KK 3K K KK MK KK o 5K 0 3K K oK o 38 3K 0K HOK KK KK 3 o SO Kk 0ok 4k

Enter DATA TYPE:
" Raw data
Mode nombher = 2

”y

o Stored on mass storage
Ix data ctored on the program’e coratch £ile (DATAX?

YES Previously stored on scratch data file.

EXAMPLE (0 MULTIPLE LIMNEAR RECRESS

Data file name: DATA

Dot tupe s Raw data
Number of observations: ki
Number of varinbles: fal

Variobhle names:

. Xt

2. X2

EIN 4 Note: X4, X5, and X6 are derived from X1
4. XirE and X2 by transformations.

S, Yare

&, X1%X2

Sohtiles: NONE

SELECT ANY KEY

Select special function key labeled-LIST
Optron number « 7

i List all the data

Enter method for listing date:
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3 In tabular form

MULTIPLE L INEAR REGRESSTION EXAMPLE

Data type is! Raw data

Variable # 4 Variable # 2 Variable # 3 Variable ¥ 4 Variable # %
(X1 ) (X2 ) Y ) (Xi+2 ) (X272 )
ORS#
i 7.80000 4,00000 0.00000 60.84000 16.00000
2 7.80000 g.00000 . 03100 60,84000 64.00000
3 7.80000 12.00000 LA47500 60.84000 144.000060
4 39.00000 4,00000 01600 1524.00000 16.00000
5 39.00000 3.,00000 8.000000E~-03 1524.00000 64.00000
b 392.00000 2.00000 49000 1524.00000 144 . 00000
7 78.00000 4,00000 0.00000 6084.,.00000 16.00000
8 78.00000 8.00000 , 03200 6084.00000 64.00000
9 78.060000 12.00000 g.00000 6064.00000 144.00000
Variable ¥ 6
(X1%X2 )
ORS# For this data set only X1, X2 and Y need by
i 3i.20000 typed in. When this is done, select the tran-
2 62.40000 formation key on the template. Toget X1 1 2,
3 ?3.60000 choose option 1 allowing a=1, b=2, and
4 156.00000 c=0. This creates a new variable X 1 2. The
5 312.00000 same is done to obtain X2 1 2. To obtain
6 468.00000 X1°X2, choose option 10 allowing a=1,
7 312.00000 b=1, and c=1. Once you have all these
8 624.00000 variables, store them by using the Store key
? 736.00000 on the template.
Option number = ?
0 Exit from the List routine.

SELECT ANY KEY

Select Special Function Key labeled-STATS
What statistic options are desired ?

1 Select just the mean, ci, variance, standard
UARIABLES = deviation, skewness, and kurtosis of all the
? data variables.

AL

Confidence coefficient for confidence interval on the mean(e.9g, 90,95,99%) = 7

0% 95% ci for means requested.

3K K 5K K K 3K K 3K KK 3K K 3K 3K oK KKK 3K 3K 3K 3K 3K 3K K K 5K 3K K 3K 3K K 0K 3K 3 3K 3K 0K 3 3K 3K 3K KK K 3K oK 3K K K 3K K K K 3K KK 8 5K K 4 3K K 3K KK K 0K 308K K0k
¥ SUMMARY STATISTIOCS *
X ON DATA SET: X
X MULTIPLE LINEAR REGRESSION EXAMPLE X

KKK KKK KKK KKK K KKK KK KK KK KK 3K 3K KK KK KK KKK K KKK KKK K KKK oK KKK 3 KK KK oK oK KKK KoK KKK KKK K K KKK K
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BAGTIC STATIGTICS

MEAN VAR TANCE STD . DEV.
45, 60000 Y27 .84000 Z0.4%5997
g.00000 12.00000 3.46410
08433 02506 15832
2555, 28000 7403936.%7637 2724 . 04754
74, 66667 3436.00000 56.00000
332.80000 0043, 20000 300.07499
9% % CONFIDENCE INTERVAL
LOWER L.IMIT UPPER LIMIT
18.18009 6%. 01991
5.33654 10.663464
-. 03739 20606
4563.15784 4647 . 402156
3160967 147 .72366

102.08247

Is

-1,
-i.

s0000
50000

2.29099
-5.50000
-4.50000

VARIAELE % OF # OF
NAME OBS. MISS SUM
X1 ? 0 374.40000
Xa E4 0 72.00000
Y @ 0 75900
Xir2 4 0 22997 .52000
xXar2 E4 0 672.00000
Xi%xX2 £ 0 2995.20000
VARTIARLE COEFFICIENT STD. ERROR
NAME OF VARIATION 0OF MEAN
X1 73.22409 10.15332
xa 43.30527 §.1%470
Y i87.72946 05277
Xir2 106.48608 ?07.0058%
xa+2 75.00000 18.66667
Xi%X2 ?0.16586 100.02400
VARIAELE SKEWNESS KURTOS
X1 43506
X2 0.00000
Y 1.93769
X142 53922
X2r2 . 29480
Xi%kX2 88424

What statistic options are desired ?

2
VARIABLES
?

ALL

-, 26334

563.51783

Request the correlation matrix of all the data

variables.

HKAOKAROKK KK KKK K KK KK KOKK KKK KK KK 3K K 3 KK KK KKK KK 3K 5K K 33K 3K 3K 3K 3K 3K 3K 35K 3K 3K 3K K K K oK 3K 3K 3K 3K 3K oK 3K 3K 3K 3K oK ok 3K

X SUMMARY STATISTICS X
X ON DATA SET: *
X MULTIPLE LINEAR REGRESSION EXAMPLE X

KKK NIHOIR KKK KKK KKK 3K 3K 3K K 3K KK KK AOK K KKK KKK HOK K KKK KKK KK K K 3K oK oK 3K K K KK KK K KKK K K KKK 3K

CORRELATION MATRIX

X2 Y X422 X242 Xi%xX?
X1 0.0000000 ~.4209438 .9747877  0.0000000 8120711
X2 5946875 0.0000000 9897433 LA4802402
Y -, 3905355 6250968 -, 2354209
Xir2 0.0000000 V7915969
xar2 LA753445

What stotistic options are desired ?

3
VARIABLES =
?

AL.L.

Gives median, mode, percentiles, min, max,
and range of all the data.



78

K OK KK KK KK KK 3K 3K K 3K K oK 3 3K 3K KK 3K K 2K KK K OK 3K 3K KK K 3K KAOK 30K 3K K 3K 0K 30K 3K K KK 30K 3K 30K 3K K SOK KKK KK K KK KK K

X SUMMARY STATISTICS *
X ON DATA SET: *
X MULTIPLE LINEAR REGRESHION EXAMPLE X

K KKK KOKOKOK KK KKK 3K KK KKK K 3K 3K 3K KK 3K 0K 3K K K K 3K K K 3K 5K o 33K KK 3K 3K 0K 3K KK KK KK K 30K 30K 30K 30K 0K 0K KKK KO0OK KR % K

ORDER STATISTICS
VARTARLE MAXIMUM MINIMUM RANGE MIDRANGE
X1 78.00000 7.80000 70.20000 42.90000
X2 12.00000 4.00000 8.00000 8.00000
Y LA7500 0.00000 L 47500 L 23750
Xi*2 6084.00000 60.84000 6023.146000 2072.42000
X242 144.00000 i6.00000 128.,00000 80.00000
X1%xX2 ?36.00000 34.20000 904.80000 483.60000
TUKEY?S HINGES
VARTARLE MEDIAN 25-th Z~ile 7%-th %-ile
X1 39.00000 7.80000 39.00000
X2 8.00000 4.00000 8.00000
Y .D1600 0.00000 , 03400
Xi*2 1524.00000 60.84000 1521.00000
X2+2 64.00000 16.00000 64.00000
X1%X2 342.00000 23.60000 312.00000
TUKEY?S MIDDLEMEANS
VARIARLE MIDMEAN TRIMEAN MIDSPREAD
X4 40.56000 31.,20000 34.20000
X2 8.00000 7.00000 4,00000
Y . 01880 L0E%7S 03400
X142 2141 .56800 119%.96000 1460.16000
X242 70.40000 52.00000 4. 00000
X1%X2 268.32000 2%7.40000 248.,40000
Other percentiles?
NO
Vhat statistic options are desired ? Note: All three sets of statistics could have
0

SELECT ANY KEY

Option number = ?

bR

Number of the dependent vwariable = 7
3

selected original by answering ALL to option
question.
Exit Basic Statistics routine.

Select special function key labeled-ADV STATS

Remove BSDM medium.
Insert regression medium.

Multiple linear regression.

Y =variable"Y”

Which of the remaining variables should be included in the regression 7

ALL

s above information correct?

YES

Xy, X2, X1 2, X212, X1 and X2

Displayed on CRT



KKK KK K K KK K 3K KK KK K 3K 3K KK K KK KKK 3K K K 0K K08k 3K 3K 80K oK K K 3K 3K KK K K 3 KK 3K K K 33K 3K K 3K 5 3K KK K 5K 3K 3K K 20K 3K KK K K K %K
MULTIPLE LINEAR REGRESSION ON DATA SET:

MULTIPLE LINEAR REGRESSION EXAMPLE
AOKOK KK KK K 3K K K K 2K 2K K 3K KK K K 3K K 3 oK 3 2K 2K 3K 3K 0 K 3K 3K 3K K 3K KK 3K 3K 5K 30K oK oK 2K 3K 3K K K KK 3K KK K 0K K 3 K 0K K oK 3K 3K K KK 3K K K K 3K K K K ok

--where: Dependent variable = (3)Y
Independent varinble(s) = (41)X{i
(2)X2
(4)X1+2
(5)X2+2
(6)X1%X2
STANDARD COEFF. OF
VARTAELE N MEAN VARTANCE DEVIATION VARTATION
X1 9 41.,60000 9R7.81000 30.4%997 73.22109
X2 9 8.00000 12.00000 3.46410 43 .30127
Xi+2 g 2555.28000 7403936,57637 2724.017%6 106,48608
X242 9 74.66667 3136.00000 96.060000 75.00000
X1%kX2 E4 332.80000 ?0043.20000 300.07199 ?0.16586
Y k4 . 08433 L 02506 L 15832 187.72946
CORRELLATION MATRIX
X2 Xir2 X242 XE%kX2 Y
X1 0,0000000 9747877 0.0000000 ,B120744 ~-,4209438
X2 0.0000000 . 9897433 . 4802402 5916875
X142 0.0000000 L79159469 -, 390535%5%
Xa2+2 . 4753145 6250961
XLKX2 -.2314209
ANALYSIS 0OF VARIANCE TARLE
SOURCE DF SUM OF SQUARES MEAN SQUARE F-VALUE
TOTAL 8 L 20052
REGRESSION S 47769 03554 4,67
X1 i 03553 L 03553 4.467
X2 i .07020 07020 @.2
Xi+2 1 00158 004158 21
X2r2 1 01934 01534 2.04
X1%X2 i 05%07 05507 7.24
RESIDUAL 3 .02283 00761
R-SQUARED = .BB61S From the AOV table we see that the addition-
STANDARD ERROR OF ESTIMATE = ,0872327012721 al sum of square for each variable produces a
‘reasonable’ F except X4 and Xs.
REGRESSION COEFFICIENTS STANDARD ERROR
VARIAEBLE STD. FORMAT E-FORMAT REG. COEFFICIENT T-VaLUE
*CONSTANT’ ~. 00218 - 2181%421i979%E-02 LRB209 - 04
Xi 0247 L 246964477292E-02 L0054 .48
X2 - 02576 - 257643442623E-01 06364 - 40
X442 00002 L 2343292941%8E-04 L0000% T
Xara L00%47 . 546875000000E-02 . 00386 i.42

Xi%X2 ~. 00083 ~ . 833990124900E-03 00034 -2 69
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Confidence coafficient (e.g., 90,9%,99) = ?
% Note: Allbutthe last T values are very small.
Not a very good model.

®% % CONFIDENCE INTERVAL

COEFFICIENT LOWER LIMIT UPPER LIMIT
CCONSTANT? -, 00218 -, 72581 L7214%
Xi 00247 -, 01237 01734
X2 -. 02574 ~-.2084% 15692
Xi~2 .00002 -, 00042 00047
X242 .00%47 ~, 00540 L 01653
Xi%X2 -.,00083 -, 00472 .00006
Residuval analysis and/Zor pradiction ?
YES
Print out recidunls?
YES
TARLE GF RESIDUALS
STANDARDIZED

ORs+ ORSERVED Y PREDICTED Y RESIDUAL RESIDUAL SIGNTF .

1 n.00000 - 02309 02309 L RHEALE

b , 03500 . 14033 - Q7933 -, 90944

3 . 47500 L A1876 05624

4 04600 -, 01634 L0324

B .o0800 04300 - 06%00 -

& 19000 217734 -, N27ES R

7 0.00000 L 05%43 =L 055473 -

8 03900 ~.N4%32 084332

9 0.00000 02890 - N2V
Durbin-Watson Statistic: 22,824%597%174 For test for autocorrelation of residuals.
Residual plots? Residual Plots
YIS
Would »ou like to plot on CRT 7
N
Plotter identifier string (press CONT if ‘HPGL’) Press CONTINUE
Plotter select code, Bue # = (defaults are 7,5)7

Press CONTINUE
Residual plet option no, = 7

1 Plot residuals vs time sequence.
For plaotting, X-min = 7

i

For ploetting, X-max = ?

@

Distance between X-ticksg = 7

i

T of decimals Ffor labelling ¥eaxjs ({=%) = 7

el

?

Number of pPen color to be used

1
I's nbove information corpect?

Y



EXAMPLE OF MULTIPLE LINERR REGRESSION

S
41
3]
z
5 2
=]
o
u IL X
x x
2 of x .
o ' T
x
2 -1] x
19
2
el -2.
'-.
n
-3}
-4|
-3
S ) [\) ] \] \] [\ ]
(] [\ [\ (W] ) \] \] \)
(41} m @©
*SEQUENCE #~
Residual plots 7
0 Exit from residual plots.

Opteon number = 9

7 Return to BSDM.

9.068
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Example 2: Stepwise Regression

The data shown below is the same as used in Multiple Linear Regression. Following the data
are the results from the stepwise and backward selection procedures.

Are vou doing to use user defined transformation

or do Non-linear redression? (¥Y/N)

Are vouw wsing an HPIE Printer?

Printer select code, hus addrese = ?

Enter select codes» bus address (if 7,) press CONT)?

SHORROR 0OK 3K K K K K KKK KKK KK K K KOK KK K 5K SKK SR S 3K O 0K oK KK KKK oK K K KR K K 0K 3K A8 K 58 3 KOKOK 530 KK KKK 0K KKK
K DATA MANIPULATION ¥

KKK KKK KKK KK K XK K XK OK KK JKOK 3K K K oK 3K oK KK 3K K 3K 3KOK 30K 5K K 3K 8K 3K KO K 2 K K ok 30K 5 5K K ok 0K 5K 3K 7 3K 55 oK oK KO8 8 3K HOK

Enter DATA TYPE:

i Raw data
Mode number = 7
[l

: Stored on mass storage
Lo data ctored on the proaram’s scratoh £ile (DATHI?

YIS Previously stored
Same as MLR example.

EXAMPLE OF STEPWISE 1LIMEAR

Data file nume: DATA

Data tuvpe ig: Raw data
Number of observations: 9
Number of variables: A

Variahble names:

L. X4

2. X2

ERI

4. X4rE

5. X222

6, X1i%kX2

[ubFiles: NONE

SELECT ANY KEY
Select special function key labeled-LIST
Cption number

1 List all the data.
Finter method For listina dato:

kS In tabular form.



EXAMPLE OF STEPWISE LINEAR PEGRESSION

Dot type 18t Raw dota

Variable # 4 Varianble ¥ 2 Unpriable ® 3 Ynriable $ 4 b @
(X4 ) (X2 ) ey ¥ (X4"2 )] 3
ORSH
i 7.80000 4.00000 N.n0000 H0.24000 16H,00000
2 7.80000 8.00000 L072400 &N . 54000 &4, 00000
3 7.80000 12.00000 SA7H00 H0., 84600 144.00000
4 39.00000 4,00000 01400 1524.00000 16. 00000
) 392.00000 g8.00000 8.000000F~03 1521.00000 H4.00000
) 32.00000 2. 00000 LAR000 £524.00000 144, 00000
7 78.00000 4.00000 0.00000 L4084 00000 16,00000
8 78.00000 8.00000 L D3EAI0G 6084 40000 44.00000
E4 78.,00000 12.00000 0.00000 AQBA. 00000 144, 00000
Variable # 6
(X1%X2 )
ORS# This is the same data set that was used for
i 31.20000 multiple linear regression. Refer to that ex-
2 62.,40000 ample for instructions on how to form X1 1 2,
3 ?3.60000 X212, X1*X2.
4 1$6.00000
S 3i2.00000
6 468.,00000
7 312.00000
8 624,00000
9 936.00000
Option number = ?
i} Exit the List routine.
SELECT ANY KEY Select special function key labeled-ADV STATS
Remove BSDM disc.
Insert Regression Medium.
Option number = 7 Swpwwere@esmgn
» Choose the stepwise algorithm.
Frocedore number = ?
A
Tolerance vaolue (i.e. N4 604y = 2
04 Input tolerance vaiue.
F-yaluve for inclusion = 7 F —to enter A F-value with 1 and n—k de-
" grees of freedom where k=expected
- } . . number of coefficients in mode.
Fevalue for deletion = 7
f—to delete
a Note: We used F enter = F delete a common

practice. Also, for n=9 we probably should
have used a much larger F. We definitely do

abave information corcent?

YE

»

Number of dapendent variable = ? notrecommend small sample sizes except as
' examples.

3 Variable 3=Y

Which remaining variables desired in redression?

Al With all others used as X..

information correct?

Information on CRT



K K KK K 3K K 3K KK KKK KKK KK 3K KKK K KK 5K 3 K KKK KKK K 4 33K K I KK KKK KK K K KKK KK K KKK KRR KKK K K KKK KK K AOR K
STEPWISE REGRESSTON on DATA SET:

EXAMPLE OF STEPUISE LINEAR REGRESHINON
KK K 3K K K oK 3K 3K KK K 2K 2K 3K K 3K K K 3K 3K K 0K oK 3 5K K 2K 2K 3K 2K K K KK 7K 35K 3K 2K oK 0K 3K K KK 3K 3K KK 3K 0K KKK K K KK K 0K 38 3K K KK KK 0K 30OKOk

Dependent variable: {(3)Y The stepwise algorithm can enter or delete
Independent variable(s): (1)X1 variables at a step. This example does not
(X2 show any variables which are deleted.

(4r)Xir2
(SIYX22
(&) X1%X2

Tolerance = ,01

F-value for inclusion = 4

F-vnlue for deletion = 4

Method number = 7

2

CORRELATION MATRIX

¥i X2 X412 Xpen
X4 1.0000000 0.0000000 LRTAPQTE 0. 0000000
X2 i.opon00n 0.0000000 LegeTa

X4z £.0000000  0.0000000 0
xerz §.0000000 L 4757145

X1KY2 $.00006000  ~.7

Y 50000000

KK KK KKK KKK KK K KK K 3K KK KK 3K KK KK 8 K K 3K 3K 2K K 5K oK KK 0K K KO 35 K R AOK K K HOK SR KO 03K KK ACKOOK ROKOKKOR K RO K
STEP NUMEBER 0

ERRY
FRR OB

F 70 PFART Forn REGEE
#--~-VARIARLE ENTER CORR TOL DFELETE STH FORMAT
1XA 1,51 .421% 000

1 i,
2.0X2 3770592 L.000 )
A XL~ 1.26 .39% 4.000 Var. 5 has largest F-value and correlation, so
4 i
bl

O TOEFFTCTENTS

G yman 49 625 4.000 it is the variable to enter the model

b XLKRX? .40 L2341 1.000

3K KKK KK KK KK 5K KK 3K KOK 3KOK 30K SKOK A5 K 5K 3K K 5K 0K 3 K KR A HOK A K AR RO RO ACHOR HAODR AR AR A HOE R K
STEP NUMEBEFR 1§

VARTARLE?X242 ADDED
R-SQUAKED = 39075

Analye iz of Yope poance Tabde

SOURDE DF QUM OF SOUARES ME AN GEARE RNV TAL
TOTAL 3
REGRESGTON § P
RESTPIAL G

STANDARD ERRMAR = 132107402855

FoTn o PART o0 R
i~ YARTARLE ENTER  CORR TOL DELETE STI FOFE
2046 B39 14.000

37242 020

2.00 CE500 4.000

COHEFETOTENTS
F TR MAT o

A LAY anq AT ETIO A ey

‘‘‘‘‘‘

L0 BRIRIRE

£L79 770774



Constant = ~,047619047619 Var 6 has the largest F-value and correlation,
so it is the variable to enter the model.
K KKK 3KOK KKK K K KKK K 30K K 3K K 2 3K0K K 3K 35 3K KKK K 5Kk K KKK AR KKK KK R AR AHORORROR AOROK AKOK AR AR O ACR

STEP NUMEBER 2

VARIARLE?X{%¥X2’ ADDED
R-SGUARED = 75463

Analysis of Variance Table
SOURCE DF SUM OF SQUARES MEAN SOUARE Fo WL L
TOYAL 8 LEN0R2
REGRESSION 2 15072 LR GL08
RESIDUAL ) L4280 003N

STANDARD ERROR = ,0911087112552

F 70 PART FoTn REGRESSTON COEFFICTENTS

#-~VARTARLE ENTER CORR TOL DELETE ATD.FORMAT F-FORMAT

LA & § 4,74 695 148

2.X2 LA45 286 020

4.%X42 4.%3  4HBY 190

5.x222 §& .86 noR6esR | REEATATIO20 02 onn?

6 X1%X2 7.72 e QONRE - EANRARTATEEGE 03 RURIRIA
Constant = Q0037622915776 Var 1 has the largest F-value and correlation,

so it is the variable to enter the model.
OK KKK K 7K K K K 3K K 3KOK K KK 3K K 5K K K K K 5K KK K K A K K K K K 3K 3K 5K KK o4 9K K K R K K KA KR KK 93OK JKOKOK 80k K KK A AR KO
STEP NUMBER 3
VARTIARIE?X1?
R-SQUARED =

ADDED
87206

Annluvs af Variance Table

SOURIE DF SUM OF SQUARES MEAN SOUARTE Foe i) U
TOTAL 3 20082

REGRESSION 3 A7 ABs (Y
RESTIDUAL S CN28RLS

STANDARD ERROR = .0716294324428

F TO0 PART FoTn EGRESS T ENTS

¥--VARTAERLE ENTER CORFR TOL DELETE STD.FORMAY E-FORMAT I

i.X1 a4y 00449 +4B8749152939E-02

2.X2 .20 L2200 020

4.%X472 26 .24 L 0%0

5.X2r2 JCATE NOESA +395611766121E-02

& XIKX2 i1, 89 -, DO0BE +85842300316-03
Constant = - ,120040391928 None of the remaining variables have an F-

amall

P-Kt L or,

Tolerance value too

Input ’K?, delete
0

Procaedure number = ?

.y

Tolerance valuve (i.e,

L0
F-yalue for inclusion = 7
4

I's above information correct?

and/or

enter 0 to

08, 004) = 7

Fovaluyaa

enil

value greater than F-To-Enter and none of
the variables in the model have an F-value
less than F-To-Delete, so the model is com-
plete with X1, X2 1 2, and X1*X2.

ineufficient to nrocewd

regression Lo
No other terms added or removed.

Choose the forward (stepwise) algorithm.
Tolerance

F-To-Enter (perhaps too small)
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YiES
Number
3
Which
ALl

Is ahove

of dependent

of the remaining

infaormation

var iah le

variables

Note: No F to remove in FORWARD.
2
Y=X;
tThe redgcesson
All others potential.

should be used in ?

correct?

KKK K KKK 3K KK KK KK 3K K 3K K K K KK K KK K 3K K KK K K K oK K 2K KK 3K KKK 203K K KKK SOR SRR R K KA KR KKK KRR R KK KKK 0K X

FORWARD REGRESSION on

DATA GET:
EXAMPLE OF

o

STEPWISE LINEAR REGRESSTON

KKK K 3K K KK KK KKK 2K K 3K KK K 3K 3K 3K K 3K K 3K 3K 3K 2K 3K oK K 3K 3K 2K K 3K 3 300K K oK K 3K 3K K 2k 2K KK 0K OK 28 3K 3k 3K 5 K KOR K 3K K 3K 8 3K 3K KK K 3Kk g

Dependaent variable: (3)Y
Independent variable(s):

Tolerance = .01
Fevalue for inclusion =
Method number = ?

$)
.

<y,
X4 L.0000000
X2
S
YaEe2
XA kX2
Y

4

(1)X4
(29X2
(43X4*2

(HaX2*2

The forward procedure will only add vari-
ables to the model and will stop when no
variable has an F to enter larger than 4 (or
whatever value you specify).

(6 X1%RXD

CORRELATINON MATRETX

xa ¥iea e LR 3.4 Y
0.0000000 CRTFATETT 0., 0000000 " = A2N%47

3

10N
TGRS

Ay

0000000 0. 0000000

.oona000

OE97 4TS
0.0000000
£.0000000

B N

-

.

. i
CERLARGY
Lonannann

3K KK KKK 2K KK K K KK 3K 33K KK KK KK K K 3OKOK KOK KA K K K A0OK 3K A2 0 K A A SO K AOKK K K ORI KOROR SR AOROR

STEP NUMRER 0

FoTn
ENTER

%4
.77
.26
L4
.40

#--UAR TARIE
c A

X

.Xi.«;‘:)
KPR

XA kYR

[salRE B S S Bl
b=

JKOK HK K K8 KK AOK KKK KOK KK KK 5KOK KK K K K AOK ¢ SO KR K AOK X

STEP NUMBER 1
YARTARLE?X2*2? ADDED
R-SQUARED = ,3907%

SOURCE
TOTAL
REGRESSTON
FESTDUAL

N~

[T

Forn
DELETE

0N COEFFTOTENTS :
F-FORMAT ERPOR

TOL IRMEAT
000
.0no
L0090
o0

BRIRIAY

The results for this portion of the example witl
be the same as the stepwise algorithm
above.

EEF S SO S EEEES PR ESEEE RS SRR ATE TS

analysis of Varionce Table

SUM 0OF SQUARES
LE00%R
AN7E3S

CARR47

MEAN SEUARE F-VALLE
CDTEIE

CETA

4,49




STANDARD ERROR

#-—-VARTARLE
1.X4

2,.X2

4 . X472
5.X2%2

6. XXX

= ,132107402855

F T0
ENTER
2.46

.37
2.00

8.72

PART
CORR
539
. 242

.500

. 770

F T0
TOL DELETE
1.000
020
1.000

774

REGRESSION COEFFICIENTS a8Th
STD.FORMAT E-~FORMAT ERROR
00877 L A76T2L9IRTVLHE~OR L0008

Constant = - ,047619047619

3k K 383K KK K 9K K 3K K KK K K 3 3K K 3K 3K 3K 3K oK 3K K K 3K 0K 3K 3K K K K 0K 3K K 3K K 5K K KK 5K 30K 3K KK 3K 300K K 3K K 3K 3K 30K 3K K 0K 3K KOK KK oK
STEP NUMBER 2

VARTIARIL.E’X1%X2’ ADDED
R-SQUARED = .7%463
Analysies of Variance Table

SOURCE DF SUM OF SRUARES MEAN SQUARE F-ual.UE
TOTAL 8 L200%2

REGRESSION 2 15072 7R 36 Q.08
RESIDUAL 1) . 049810 L 00830

STANDARD ERROR = ,0911067112552

F TO PART F 10 REGRESSION COEFFICIENTS STh

¥--VARIARLE ENTER CORR TOL DELETE STD.FORMAT E~FUORMAT FRROR

i.X4 4,71 696 148

2.X2 .45 286 L 020

4.X42 4,53 689 190

S.xara i6.8 no268  +26B47433019BE-02 L0007

6. X1%X2 8.72 -, 0003& ~ ,3B0245767605E-03 L0004
Constant = ,0037622915776

3OKOKOK KK 5K 3K 3K 3K KKK 5K 3 3K K K KK K K KK 8 3K K KKK 40k KK K 3K K 8K SOR KK K 3 KOK 5KH0OK JOK K OHROK O A 3K K K 2K A OR HOR K KK
STEP NUMEBER 3
VARIARLE?X1?
R-SQUARED =

ADDED
B7206
Tabie

Analysis of Variance

SOURCE DF SUM OF SQUARES ME AR BRUARE Foe A L
TOTAL EE CRG0HR
REGRESSION 3 i ShnRse 1A
RESIDUAL =) N2 00
STANDARD ERROR = ,071829432442Z8
F T PART T TOM COEFFY k
#--UVAR ITARLE ENTER  CORK T DELFETE d 3
1. X4 4. 7?4 CNAAER  SARTAY LRI04
2.X2 CR0 L RR0 D20
4,X442 26 L2482 Q%0
BLoXar2 i PELTH 00394 ,395611766121E-02 Onas
& X1%kX2 14,89 -, 0008e6E -.859423200316E-03 oo
Congtant = -~ ,120040391828
The results are the same as in stepwise re-
gression.
Tolerance value too <mall ond/or F-valuves insufficient to procead,
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Input ’K’, delete ?-K?, or, enter 0 to end regqression
0

Procedure numbher = ?

3

Tolerance valve C(i.e. .01..00%8) =
.04

F-value for deletion = ?

4

Is above information correct?

YES

Number of dependent varinble = ?

Backward (stepwise) algorithm.

K

Only a F-To-Delete is required.

(Perhaps it should be bigger than 4 with
n=9)

3

Which remaining variables desired in regdression ?
AlLL

Ts above information correct?

YES

SKOK K KK K 3K 3K K K KK 3K 30K 3K 3K 3K 3K K 0K 3K 5 KK KK KKK 30K 5K K 3K 0K 3K 3K K K 3K K K 2K KK 5K HOK KK AOK AR K 5K OK KK OR K KK K OROK AR K

KACKWARD REGRESSION on DATA SET:

EXAMPLE OF STEPWISE L INEAR

REGRESSTON

MK KKK KK KKK K K 3K K K K K K oK 3K 3K K oK 3K KK K oK KKK KK K KoK KK K 3K 3K K3 K- K O 2K K oK K oK SHOKOK KKK K 3K KOK KK SHOKOK K HOK K S oK o of

Dependent variable: (3)Y
Independent varioble(s): (1)X1
(2)X32
(4)Xi*2
(HIXPA2
(6O XExXa3
Tolerance = .01

Fevaluye for deletion = 4

Method number = ?

The backwards algorithm sets all the terms in
the model and then deletes one at a time until
no F to remove is less than the F we specify
(Fdelete =4).

8
CORRELATION MATRIY
¥4 e ¥
%A PL00000046 0, 0000000 fi :

K !
LS s
v

oaanaaen 0,

pLoaanaen noa0ngann
AR IR tR IR A

Poaganian

IR RN

FOK KK 3K K 3K KK K 3K KK 3K 3K KK KK 3K K 3K K 3K 36 0 SOK S0K R SOKR KKK M KA 40K 3K KO K R K 40 R A R AR R AR AR AOR R Ak

STEP NUMRER D

R-SQUARED = . £886&61%

Anoles

L}

of Varianece Table

SOURCE DF SUM OF SOUARES ME G SRLIAGRE Fro Ul e
TOTAL a8 L2005%2

REGRESSTON ) LAT7TER BRI 267
RESTDUAL K LN2PeR IR

STANDARD ERROR = ,0B72327012721



F TO PART F T0 REGRESSION COEFFICTENTS STD
F--VARTARLE ENTER CORR TOL DELETE STD . FORMAT E~FORMAT ERROR
1. X4 .23 00247 24696447 7292E~02 L0082
2.X2 b ~ 02%76 ~ 2%97643442623E~01 L0636
4. X422 .21 00002 L 2343292911%8BE~04 L0001
G.X22 2.04 00547 . 54687%000000E~02 L0039
& XL XX2 7.24 ~. 00083 ~ 83FPP0124900E~03 L0003
Constant = -,00218154219794 Removes the variable with the smallest F to
delete(x,)

KK KK SOK K KKK 30K 3K 3K K KKK KK 30K 3K KK KK KK 3OK 3KOK 30K 30K 30K 3K 0K K KOK 5K 5K 300K 3K 5K KK 5K K 8 KK K 30K KK 3K 3K 0K 500K 60K 3K
STEP NUMBRER 1

VARTARLE’?X2? DELETED

R-SQUARED = ,B7993

Analysis of Voriance Table

SOURCE DF SUM OF SQUARES MEAN SQUARE F-UALLE
TOTAL 8 20052

REGRESSION 4 47644 L0aasy 7O3E
RESIDUAL 4 N2408 060D

STANDARD ERROR = ,0775817889132

F TO PART F TO REGRESSION COEFFICIENTS TN

¥--VARITARLE ENTER CORR TOL DELETE STH.FORMAT E-FORMAT ERROR
1.X4 .34 00267 26731064002%E-02 L0046
2.X2 Jie 2280 02D

4 Xi*2 .26 00002 2343292914598BE-04 0.0000
G.X2*2 25 .96 00396 39546547661 21E-02 .hoon
6. X1%kX2 10.43 = 00086 -~ 8%9423200316E-03 L0003
Constant = - 0953530816648 Removes X, =X11 2 next.

KK OK 3K K KK 0K 3K K 3K KO 5K OK 3KOK KK 33K KK 30K 305K 5K KK K 3 30K 5K oK o K AR K 3K SR 0 K K o KR KK 3K 2K K S K 0 K K o
STEP NUMBER 2

VARTARLE?X1+2’ DELETED

R-SQUARED = .B7206

Analysis of Uarjiance Tahle

SOURCE DF SUM OF SOUARES MEAN SHLARE Frethitn LH
TOTAL. a -
REGRESSION 3 113
RESIDUAL o)

STANDARD ERROR = ,0716294324428

F TO PART F 10 REGRESSTION COEFFICIENTS s8Th

F--VARTARLE ENTER CORR TOL DELETE STD . FORMAT - ERROR
1.X4 4.74 00469 46874945291 .one2
2.X2 L2 U220 20

4. X532 26 248 050

G.oX2r2 25.76 00396 39BALLT66L21E~02 L0008
& XLXX2 ii.89 ~. 00086 . 8%94232003416E~03 .noo02
Constant = — 420040391928 Results are the same as in stepwise regres-

sion.
Tolerance value too small and/or F-walves insufficlient to proceed,
But this may not be the case

Input ’K’, delete ’~K?, or, enter 0 to end regression ., . . forsome datasets.
0

Procedure number = ?

0 Exit Stepwise Regression.
Residual analysis and/or prediction?

NO

Option number = ?
7 Return to BSDM
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Example 3: Polynomial Regression

Bus Passenger Service Time

The time required to service boarding passengers at a bus stop was measured together with
the actual number of passengers boarding. The service time was recorded from the moment
that the bus stopped and the door opened until the last passenger boarded the bus. The
objective is to determine a model for predicting passengers service time, given knowledge of
the number boarding at a particular stop. Let Variable 1=number boarding and Variable
2 = passenger service time. The following data was gathered during the month of May 1968 at
twelve downtown locations in Louisville, Kentucky.

Are vou doing to use user defined transformation

or do Non-linear redgression 7 (¥/N)
NO

Are vou using an HPIB Printer?

Enter select codes bus address (if 71 press CONT)?

3K KK KKK KKK KKK 3K KK 3K KKK 3K 3K 3K K 3K K K K 3K 305K K 4 3K 3K 3K 0 5K K oK 0 30K 3 OK 3 H0K KK KK 0K KKK K KKK KR K ROK K AR OK KKK 30K KK
X DATA MANIPLLATION *
K KKK K K KKK 3K 3K K K 3K 0K 3K 2K K 3K 3K oK 3K 0K oK 3K K 3K 3K 30K 3K K oK 3K 2K 3K K K 2K 3K KK 3K 8 3 KoK 3K K oK 0K 3K 5K 38 8 1K 30K KK K K KOKOR KK 3 4 oK KKK K

Enter DATA TYPE:
il Raw data
Mode number = ?

2

2 Mass storage
Is data stored on the proaram’s scratoh file (DATAM?

YES Previously stored on ‘Data File’

BUS PASSENGER SERVICE TIME (EXAMPLE OF POLYNOMIAL REGRESSION

Data file name: DATA
Dnta type is: Raw datna

Number of observations! 3
Number of varinbles: 2

Variabhle names:

1. NUMERER X1 =number of passengers boarding a bus.
2. TIME X2 =Y =passenger service time in seconds.

Subfiles: NONE

SELECT ANY KEY
Select special function key labeled-LIST



Option number

!

)

Enter method for listinog datn:

3

Data type

1%

RS PASSENGER

Raow data

Variaoble # §

SERVICE

Varjiable # 2

{NUMRER ) (TIME )
ORS#
i 1.00000 1.40000
2 1.00000 2.80000
3 1.00000 3.00000
4 i1.00000 £.80000
S 1.00000 2.00000
& 2.00000 4.70000
? 2.00000 8.00000
8 2,00000 3.00000
? 2.00000 2.50000
i0 Z.00000 5.20000
it 3.00000 6£.20000
12 3.00000 ?.40000
i3 4.00000 14.70000
i4 5.00000 7.50000
is S.00000 14.90000
i6 6.00000 13.60000
17 6.00000 12.40000
i8 6.00000 11.60000
19 7.00000 14.70000
20 7.00000 13.50000
24 3.00000 i2.00000
22 8.00000 i4.10000
23 8.00000 26.00000
24 ?.00000 12. 00000
25 10.00000 25.20000
26 11.00000 22.90000
27 i4.00000 22.60000
28 13.00000 25.20000
29 £7.00000 33.%0000
30 19.00000 33.70000
31 2%.00000 S4.20000
Option number = ?
0
SELECT ANY KEY
What statistic options are desired
i
VARIABLES
?
Al

Confidence coefficient

EAT)

confidence

TIME

List all the data.

In tabular form.

(EXAMPLE OF POLYNOMIAL REGRESSTON

Exit List routine.

Select special function key labeled-STATS

Gives the mean, ci, variance, standard, de-
viation, skewness, and kurtosis of all the
data.

Lnterval on the seanisz. g, 90,95,99%) = ?

95%C.1.on means will be developed.
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FRHKHHIKKAKIKAKIK KKK IR H KKK KKK KKK AR KA AKIKKK KKK KKK KKK KK KA KKK KA KKK AR A K K
X SUMMARY STATISTICS *
X NN DATA SET: %
X RUS PASSENGER SERVICE TIME (EXAMPLE 0OF POLYNOMTIAL REGRESSTON) ¥
KRR KA K KKK KK KA IORKKN KKK KRRKACK KK KKK KKK KK AK KK KKK HORK KRR KR AR KK KRR AOK KK

RASIL STATISTICS

VARTAEBLE % OF % 0OF
NAME ORS. MISS SUM MEAN UAPTAN( S7D.DEY.
NUMRER 34 i 207.00000 b BT774RE % ¢
TIME 3 0 431 .30000 13,9

VARIARLE COEFFICIENT STD. ERROR 9% % CONFIDENCE INTERVAL
NAME OF VARIATION OF ﬁEAN LOWER LIMIY UPPER LIMIT
NUMEER 84.323%14 CN3E28 4, 56260 8.79223
TIME B84.86202 ?.i 26 9. 58413 18.24448

VAR TAERLE SKEWNESS KURTOSTS

NUMBER 1., 43425 i 90”?0
TIME 1.48977 4t

What statistic options are desired ?

& Gives the correlation matrix of all the data.

VARIABLES =

ki

AL

KKK KKK K KK 3K 3K KK 2K 3K K 3K 3K 3K 3K K 3K 3 K 3K 3 5K K 3K 3K AOK 3K KK K 5KOK KK OK KK 0K K K K KKK 0K 8 K K KK 6 K K OR OROK KK RO AOK K

¥ SUMMARY STATISTICS ¥

X ON DATA SET:

X EUS PASSENGER SERVICE TIME (EXAMPLE OF POLYNOMIAL REGRESSTON) ¥

3K KKK KK KK K 3K K KKK 3K 3K KK 3K KK K 0K K 3K 3K 0K 3K oA 2K K oK 3K K K KOK R 5 AR K 3K K K 5K HOR HOK R KK K KKK KK OKOKOK K AR OK K
CORRELATION MATRIX

TIME Highly correlated in a linear fashion.
NUMEER L P743532

wired ? Gives median, mode, percentiles, min, max,
and range of all the data.

What «tatistic options nre de
z

VARIABLES =

ALL

KKK KK K K 3K K K KK KK A K K KK 3K K KK K KK 30KOK HHOK SR AR HOK KRR AR
X SUMMARY 5T
X N DATHS
X BUS PASSENGER SERVICE TIME (EXAMPI g ; TR
***********X*************************#M&A(**kV*k&Ak*t”kk **A*kkmk

K KCAOK A AR R AR R AR KA

AR RA A
£
%

*

YOS
ER P EN S L E ¥

ORDER STATIGTICS

ViR TABLE MAX TMLUIM MINTMUM A
NUMEFR 2%.00000 i.000nn 24006000
TIME oanNn foannng aapnn




VAR TAELE MED T AN BSeth Yoile Tt by Yo T
NUMEER 6.00000 200000 B on0ann
TIME £4.90000 4.70000 $9 L 06050

VAR TARLE MIDMEAN TRIMEAN MIDRPREAD
NUMEER 545476 BLS0000 H.o00000
TIME 1457059 11 a0 14 300060

Other percentiles?
NQ

What statistic options are desired 7
0 Exit Basic Statistics.

SELECT ANY KEY Select special function key labeled-ADV STATS

Remove BSDM disc.
Insert regression medium.

Option number = 7

3 Polynomial regression selected.
Number of the dependent variable
el

Number of the independent variabie = ?
i
SRR KKK K KKK K KK K K K KK 30K K K 8 KK K K KK K 0K KK K KK 3 K K K KK KK K KK 0K K KK S0 K 3K K 08 3K SR 5K 3K O KK K K ACOK S0k oK oK
POLYNOMIAL REGRESSION ON DATA SET:
RUS PASSENGER SERVICE TIME (EXAMPLE OF POLYNDMIAL REGRESSION)
KK KK K K OK 3KOK KK KK 3K 3K K K 3K K 3K 3K 3K 2K 5K 2K 3K 3K K K 5K K 3Kk 30K 5K 3K oK 3K 3K 0K oK KO 38 2K 3K 3K K 2K K KK KK 3 3K K KR KK 3K KK K KKK K K oK K K

~~~~~ where: Dependent variable = (2)TIME
Independent variable = (£)NUMBER

ITe a plot of the regression desired?

Plot on CRT?

NO Plot on an external plotter
Plotter identifier string (press CONT if ‘*HPGL’) 7
Plotter select code, Buys # = (defaults are 7:5) 7
Xe=min = 7

]

Xempaorx w7

29

Y=min = ?

]

Ye-max = 7

610

Y-axi% crosses X-axis at X = 9

]

X-axis crosges Y-axie ot Y = ?

1]

Distance between X-ticke = ?

by

Plotting limits specified.

Digtance between Y-ticke = 2

)

¥ of decimals for labelling X-axis (=73 = ¢
0

¥ of decimals fFoar labelling Y-avis = 7

0}

Number of pen color to be used 7
1

s nbove information correct?
YES
Beer will sound when plot is dones then press CONTINUE
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TIME

60
55
5@
45
40
35
30
25
20
15
19

BUS PRSSENGER SERVICE TIME

1 A

%}

n

‘NUMBER

2e

25



Maximum degree of regression({(=40) = ?
i

VARIARLE N MEAN
NUMBER 31 6.67742
TIME 31 13.94290

CORRELATION = . 97435

Deagree of regression = ?
i

SELECTED DEGREE OF REGRESSION = 4
R-SOUARED = 94936

STANDARD ERROR 0OF ESTIMATE =

We specified maximum degree at 1 although
we could have chosen a value slightly higher
than desired level.

STANDARD COEFF . OF
VARTANCE DEVIATION VARTATION
33.22581 L. 764418 86, 323%
130, 29923 11.80677 84, 86207

Specify the actual degree of interest.

2,70221890497

ANALYSTS OF VARIANCE TABLE

SOURCE DF SUM OF SRUARES MEAN SQOUARE F- AL U
TOTAL 30 4181,99484
REGRESSION i FR70.23722 E970.23722
X*4 i 370, 2372 IOTH, RITER
RESIDUAL 29 214.75762 7.R0499
REGRESSION COREFFICIENTS STANDARD ERROR
VARIARLE STD. FORMAT E~-FORMAT REG, COEFFICTENT T-UALUE
CCONSTANT? 584633 . 8BL3F0NR6P00E+00 74979 .78
X" 1.99977 499970669903 4E+04 R LEEARNN RREI2
Confidence coefficient (e.g., 90,9%,99) = ?
?9 y=.586+2.00X about two seconds per pas-
senger to board a bus.
@ Y CONFILENCE THY
LOWER L IMIT
SCONSTANT? L VA
X~ 4 1. Be

Plot redression curve on pPresent drarh 7

May not need an intercept term.

YES

Plot confidence interval of redression line also 7
YES

Confidence coefficient (e.d,» 90, 85, 989)= 7
95

Same pen color 7

YES

Chande dedree of redression 7

NO

Residual analysis andsor prediction 7

YES

Print out residuynls?

YES
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TARLE OF RESIDHALS

STAHANDARTTIZED
OES¥ ORSERVED Y PREDICTED Y RESIDUAL RESTOUAL STENTF
i £.40000 2.5%8210 ~§.38210 -, 4ET A%
2 2.80000 58210 L 24790 4

3 3.00000 LH32L0 L ALT7ON
4 1.80000 58210 -, 78210 -

Bt 2.00000 58210 SH240
b 4.70000 L HB7756 L2014

7 8.00000
8 3.00000
@ 2.50000
10 5.20000
14 6.20000
12 2.40000

i

7

S7786 3.42214 i,
L7784 =4 B778A - 3.
577836 ~2.07786 - THBYS
57363 w4 A7RED - 083X
LB7363 - 37363 - A BRRT
57363 2. BR637 1. 04594
56940 2.430460 1.01EB%3
-3

4

1

o2 s N N N N N NS TS S

13X 114.70000
14 50000 10.956%547
1% 11.90000 10.56%47 L E3483

16 13.60000 12.56093 1.03907

17 12.40000 12, %6093 - L6093 - 3¢
18 14.60000 12.%6093 -, Y6092 - 36%61
19 14.70000 14.5%670 14330 05303

20 $3.%0000 14,5%670 05670 - BFL0%

24 12.00000 H L BH2 47 GRE47 =1, 684714

22 14.50000 14.55%247 LASR47 -, R07%7

23 26.00000 16.55247 L A4TS3 I.49624 KKK
24 $9.00000 18.54823 CASL77 A67458

2% 21.20000 20.%4400 CAS600 DA

26 22.920000 22.%53977 36023 3
27 22.60000 22.53977 D602 S0z
28 2%.20000 2653430 33430 -
29 33.50000 34.51437 01437 - BVR3AE
30 33.70000 38.50590 80590 -5.77850
31 $4,20000 G0.480%0 3.71950 137646

LD6%ET -4, 1343¢%

am P

NI QAN

Durbin-Watson Statistic: 2,09200089648 Note that one observation (#23) seems to
have a very large standardized residual.

Regidunl plots?

YES Residual plots

Plot on CRT?

N1 An external plotter is used.

Plotter identifier string (press CONT if ‘HPGL’ 7
Plotter select code, Bus # = (defaults are 7:+3)

RPesidual plot option no, = 7

i Plot residuals vs time sequence.
For plotting, X-min = 7

]

For nlotting, Xe-max = 7

N

Distonce between X-ticks =
S

¥ of decimals for labelling X-axis ({=7)
0

Number of pen color to be used 7

1

T abonwe infFormation coprract?

YE<G



PRASSENGER SERVICE TIME (EXAMPLE OF POLYNOMIAL REG.)

S
4|
x
31
T
35 2]
=
x
x
H} 1] x %
174
X x
a [ ] x X - + — X 4 x?xn N
X 3
E X x x X x X xx
a -1 X
o x
C x
a
Zz X x
g -2
-
m
-3}
-4
-5l
S 7] S n S n [\ n
- L [41] [41] m m
*SEQUENCE #°
Residual eplots 7
YES
Plotter identifier string (press CONT if ‘*HPGL’) ?
Plotter select codes bus # (defaults are 7:5) 7
Residval plot option no. = ? Plot residuals vs predicted Y values.
2
[
For plotting, X-min = ?
0
For plotting, X-max = ?
sS
Distance between X—-ticks = ?
S
# of decimals for labelling X-axis ((=7) = ?
0

Number of pen color to be used 7
i

Is above information correct?
YES
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PRSSENGER SERVICE TIME (EXAMPLE OF POLYNOMIAL REG.)

STANDARDIZED RESIDUAL
oK
x x

® v ® 1w & 1n O ® In
- - [V} N m < <

sSe
55

in
™

*PREDICTED Y~°

)

Residual plots 7
NO

Option number = 7

7 Return to BSDM .



Example 4: Nonlinear Regression

Twenty-five samples of human urine were obtained to determine if a nonlinear model could
be developed relating Y =blood concentration of urine (micrograms/1000 cc) to X =time in
hours.

The data were entered from the keyboard.

A “‘three-exponential”’ model was tried:

Yhat=B0x*exp(—B1*X) + B2*exp( —B3*X) + B4*exp( — B5*X)
and 0.00001 was used as the convergence coefficient.

Notes:
1. The initial estimates were chosen after some experimentation although the only effect
that they have is in the speed of convergence.
2. Every iteration was printed. It is not necessary to have this done.

3. The residuals for the smallest time are larger than for T or X near 60 or above. Of
course, the largest Y’s are associated with the smallest X.

Are vou doing to use user defined transformation

or do Non-linear redression 7 (Y/N)

NO We have already prepared the file with the function and derivative.
Are wow veling an HPIR Printes?

YES
Enter select codes bus address (if 7+1 press CONT) 7

TORMONK AR K KKK R KRR KK RN K AOKK KR R KKK K AR KR KRR R
TOwM ¢
KRKKHKKAKKIK KK KKK KKK KKK KKK KK KKK AR KA AN KKK KKK K KK KA A KK AR AK A KON KKK

¥ DATAH MANTPUL &Y

Enter DATA TYPE -

i ’ Raw data data type required
Mode number = 72
2 From mass storage

otk File (DATAY?

Te data stored on the program’s s

YES Data stored in program’s storage medium
from previous run.

EXAMPLE §-URINE/RLOOD CONCENTRATION

Data file name: DATA
Data tupe iw: Faw data

Number of obhservations: 2%
Number of varinhles: 2

99
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Variable names:
i TIME/{HR)
2. BLD.CONT

[uhfiles: NONE

SELECT ANY KEY

Select special function key labeled-LIST
Cipt i an number = %

i List all the data.

Foter method for listing daro
3 In tabular form.

EXAMPLE 4-URINEZBLOOD CONCENTRATTOM

Dt tene L5 Riw data

YUaprinoblie & 1 Var-inble & 2
CTIME(HRY ) CRLLDCONT Y

[R)ERSF

1. 4.2%000 G 7na00
2 7.50000 254, 00000
2 10.80000 BRE.00000
4 te.nn00n 6%, 00000
S 16.00000 254.,00000
& 23.80000 170.00000
? 27.80000 a0, 00000

1%.30000 81.00000
38.30000 2000000
4% .30000 4%.00000
S1.%0000 27.00000
%4.20000 37.00000
59.80000 Z4.00000
64, 25000 26.00000
6£9.50000 3600000
78.20000 ig.00000

S22Ess BN I
o8
i}

= -

Y

bl
B S

b
1.7 Q0.20000 0. 60000
18 o0, onoo0n 2.20000

19 1i0%. 00000 173.40000
20 0. 00000 L7.040000
21 544.00000 fa.00000
2 R0, 00000 4 nonnn
273 130.,.00000 F.o70000
24 142.00000 670000
2% 1%4.00000 Loeannn

Option number = 7
0 Exit the List routine.
SELECT ANY KEY



Select special function key labeled-ADV STAT
Remove BSDM medium.

Viy b " O Insert the regression medium.
Option number = ?

4 Select non-linear regression.
Mumber of the dependent variable

2 Specify blood content as Y.
How many independent wvariables widl be o the ended”

i One independent variable.
Tndependent varinble numbacg Coeparated o commons s o

? Specify time in hours as X.

1

To mhrnwe dinfarmndjan coarpmi v D

YES

AHNCKOR SOROR R OKOK KK OKOIOR SOKAOKR K AOK UK R ko Ak

NON-LINEAR REGRESSTION ON DATA SET:
URTNE/ZRLOOD CONCENTRATION CEMAMPLE A

HKOK K 3K K K KK K KK K KK K 3K K K K 3K KK K 3K K K KA oK K KK K Rk K KOR AR ok R HOR O

nLCONT
CLITTME CHED

e e Dependent variable =
Independent variable(s)

# of parameters in the model ({=20) ?

&

s a plet of the non-Llineor rcegression degired

YES Request plot
Plot on CRY

NE) But not on CRT.

Plotter identifier string (press CONT if ‘HPGL') 7
Plottar select code, Busk (defaults are 7,5) 7

On plotter with select code=7 and bus
T o ovick plot desired ? code=5.

MO No quick plot. We will specify our limits.
Keempdry = ?

4

Xeepmoyx = 2 Xmin =4
Xmax =160
Ymin=3
Ymax=1170

f60
Yomin w7

Y-uxie crosses X-axis at X

X-axis crogses Y-oxie at Y = Xtic inverval = 16
Ytic interval =120
" With no decimal points for labelling.

Distonce between X-ticke =

16
Disrtance between Y—-tic = ?

101
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Len

# of decimals For labelling Xeoaxisidi=27Yy = 2
1]

#oof decimals For labeldiine Yensis

n
Number of pen color to be used 7

T above information corpact

Beep will sound when plot dones then press CONTINUE
File name where cubrouvtines are stored ?

FUNDER : INTERNAL

Is function medium placed in device?

YES

Is program medium placed in device?

YES

Enter convergence coefficient (e 0.00%, 0047

Lanong Convergence criteria on changes in all coeffi-
Initinl estimote for parameter & 4 cients. Note .00001 is pretty restrictive.
? Initial estimates input at this point.

1202336
Tnitial estimate for paramster & O

[

RN IREK
Tnitial estimate for parameter & 73
¥

400 38
Initial estimate for parameter £ 4
e

Sines
Initial estimate for parameter § %
?

34 A4HL
ITnitial estimate for parometer § &

?

CNOHTIL
T4 the above information correct?

YES
KKK OKOK KKK K KK KK KKK K K KK 8 KKK oK K 5K 53 o 3 oK 380 o KR SR K AR AR ROR AR AR AR R OR SO RO RO



Deltal(Convergence criterin)s=

THE INITIAL VALUES OF
PARAMETER {1
FARAMETER 2
PARAMETER 3
PARAMETER 4
PARAMETFR &
PARAMETER &
Would wou like to pri

lTFRATTUN

Calcvlations may

0

T

i~

DONE T 11

NN OK YORNCKKOKOK HHOK K KKK KK KK KKK KKK KK KK 3K 3K 3K 3K K 3K 33K 3K 0K 7K o o K 303K 2K AR S SK S HOK 30K 3K X K K %

may be lengthy.,

1202.33600
34.46490
1379 .00339
76, 16355
1392 99446
71.83427
1395 . 639%6
76.36979
1397 .94748
76.09%67
1398 .%507%3
75.57048
1398 .5994%
75.283214
1398, 59229
7%.15983
1398.58144
75.1.0969%
1398 ,%7589
75.08959
1398 .97350
75.084857
1398, 57252
75.07838
1398 .57242
75.07744
1398 974196
75.074660

. nn

202,336
4083

(X150

FPARAMETERS ARE

= 400 . 3367

nt

THE ESTIMATED PARAMETER

PARAMETER i= 1398.5749009 ( £.3985749009E+03)
PARAMETER 2= 1374535 (4 .371934796%E~01)
PARAMETER 3= 604 . 3657684 ( 6.0436576836E+02)
PARAMETER 4= CA37152% (£ .3745246328E~01)
PARAMETER %= 75.0763988 ( 7.5076398794E+04)
PARAMETER 6= LBA70560 C 4.7055987670E~02)
***************************************&****Y***F*i*k**A*kv**&%***K*k**(%*km*m%*
THE INITIAL VALUE OF SUM 0OF SQUARED PEHTD)ﬁl“ : &

Plot
YES

AFTER

APPROXIMATE

Same Pen color ?

YES

LAne3
ALY
C00E7Lé

DUt o wyery

A beep wil

be quite time ca

A0
N0LE72

A2

024198

437

01538

ipteration o

1 osound when dane,
ESTIMATED PARAMETER

nsuming,

8320
722

%3

L4022
01722
13844
01744
A3768
.0i709
A3734L
01707
L4374
.NL706
13749
D706
4377
01706
N R B
NE704
RS
1706
13745

NL706

v

nohard copy oeption printes

Not a good idea if many iterations are ex-
pected.
Prowsy SORT

CRES TTLALG

ALUES

A Wwill sound when completed,
400 . 3324670 40830
42560.&9&&9?9
Q77 06409 &Y
i?v1§ o
H00 ., 258467 13849

&6

[k

£04

&H04

604,

L0437

L7230,

73447 121

174054, 1484877
RS0 13043

12004.3%43493
30809 AT 3 A2

16900, 4904517
29441

35

1974
TAGLD
198444

3PnED ,17A9%

i(QH? 1746607
LA THRTTY
SRTuBRans
LD RETEY .13713
169289, 17028814
LD THEE9 AL
1698% 1701889
A4, FLR9Q 1374%

H04 TS

Note: Estimated values for

16989, 1
CEA7AS
LAPRD  L9N1L66D
six coefficients followed by sum of squared residuals.

JOLTEN

VALUES AFTER 13 ITERATIONS ARE

L3 TTERATIONS THE Li
STANDARD ERROR FROM SQUARED thlDU~,
redression curve on Present GRAPH 7

SUM OF

S

ARED RES

Plot curve to see how good the fit is.
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BLOOD CONCENTRATION

843

7’23

683

BLID.CONT

483

363

243

123

< (] w 3] @™ < [\ w0 (3] @®
(4] m n [/ ] @® () - m <
- - - -

TIME(HR)

e

Like to changde initial estimates and/or function
[R18]
fre conTidence pntercals o oarame tees dea o

YEG

Confidence coefficient Foar coanf idenee opreraald o

LS

We are satisfied.

Request confidence intervals.
T

11

KYRYES

Vo

i



R ORI RO ROK RO K KRR ORS00 K HROAOK R AR SR AR IOR AT AR IR R S AR R O R R Rk
APPROXIMATE 95 % CONFIDENCE INTERVALS ON PARAMhTERS

PARAMETER ONE-AT-A TIME C.1I. SIMULTANEOUS C. I .
LOWER LIMIT UPPER LIMIT LOWER LIMIT UPPER LIMIT
i 790.3196 2006.8242 244 5233 2552 . 6208
2 L0762 L1984 L0215 L 2%e8
3 ~3.885%8 1212.6173 ~549 681% L7%8.4430
4 -. 0039 L2782 ~-.1304 .A047
45 ~33 5338 183.6866 -130.9917 281 . 1445
6 L0073 .0444 ~-. 0292 D633
#*************#**k*#***x*x*»w*w&k**k«***************k****k*»k**««wkA&*«**&*&A*«*
Residual anolveis andZor prediction?
YES
Frint out residuals? Study size and form of residuals.
YES
TARLE OF RESINUGLS
oY (ame ny;
ORBSH OBSERVED Y PREDICTED Y i DAL BIGNTF
i 116%.70000 1188.019832 i 74647
2 854.00000 782, 09403 .%.QUPOV :,”ﬂaav ¥k
3 S2%.00000 A7 R8BS TLoAR14Y
4 365.00000 447, 44940 =82, 449450 *oK
S 294.00000 280 . 31284 13687146 . > These two have
& 170.00000 26, 59139 4T, 40861 i, 4%4167 fairly large residuals.
7 &0.00000 0.96%13 =30 . 96313 -4 03547
8 84.00000 BhH, 93086 P4, 06914 LB04W2
? 20,00000 49,V4‘7” ~3Q R4R72 - YBENA
10 45.00000 b.’1797 L2LLAR
14 27.00000 -, -
12 37.00000 b L2016
13 34.00000 3. ALE%e
14 26.00000 LB2030
15 326.00000 23, 12,910 AR
16 18.00000 19.82514 w1:n4q14 - 06104
17 10.00000 16, 12840 ~6 . LRR40 ed (B30
18 8.20000 13X.6408% -5, 44085 - ABLI9Y
19 £3.40000 12.52486 CB7%L4 ‘ﬂ”¢“”
20 i7.40000 14.89978 IR N pede)
21 8.00000 10.74490 =R TALP0
22 4.00000 P 6VAR4 L A
23 6H.70000 R.176272 =4
24 6.70000 6, 66250 y
25 S.80000 GLARTAS ENAIES]
Durbin-Watson Statistic: R.S76268R3803
Residoal plore?
YE S Residual plots yes
Plot oan CRT?
NO On external plotter

Plotter identifier string (CONT if ‘HPGL‘) 7
Ploetter select code. Bue & = (defaults are 7:5)
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Feaidonl plot option no.

1
For plotting, X=min = 2

0
For nlaotving, Xe-max = 7

4]

Distiance hetween X-ticks

Ly
]

# of decimals for labelling

{

Number of pen color to be used 7

1

Teg above information corprect?

YES

Plot residuals vs time/sequence number.

(=N w7

BLOOD CONCENTRATION (EXAMPLE 1 OF NON-LINEARR REG.)

STANDARDIZED RESIDUARL
)

Residual Plots 7
NO

Option number = ?

vy

) n
- -—

20
25

*SEQUENCE #-

Exit residual routine.

Return to BSDM
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Example 5: Nonlinear Regression

An experiment was conducted to determine the relationship between Y = elevation (in centi-
meters) and X = distance from the summit of a hill.

Thirty-four observations were entered from a mass storage device.

After viewing the X-Y scatter plot, it appeared that it would be necessary to piece the model
together. Hence, the following model suggested itself:

Yhat= polynomial model of degree 2  if X=<65.
= simple linear model if 65<X=<125.
= polynomial model of degree 2  if X>125.

i.e., the model can be written as
Y hat= AO+A1*xX+A2+X 1 2 if X=<65.

= BO+B1%X if 65<X=<125.
= CO+C1+X+C2+X 12 if X>125.

or for the program’s purpose:
F= (P(1)+P(2)*X(1) + P(3)*X(1) 1 2)*(X(1)<65) +

(P(4) +P(5)*X(1))*((X(1)>65)AND(X(1)<125)) +
(P(6) + P(7)*X(1) + P(8)*X(1) 1 2)*(X(1)>125)

Therefore, we have eight unknown parameters in the model to be estimated. 0.00001 was
used as the convergence coefficient.

The initial values were obtained by interpolating values on the scatter plot. The chosen values
are:

Initial Values:

A0=1000 B0O=1200 C0=1826
Al=-1.0 Bl1=-58 Cl=-16.0
A2= -2 C2=.046

After five iterations, the estimated coefficients give a Sum of Squares residual of about 295
and a very good fit as we can observe from the plot of the data and the estimated equation.
Also, the residual analysis seems to suggest that the fit is quite good.

Are vou doingd to use user defined transformation

or do Non-linear regression 7 (Y/N)

NO Other printer selected.
Are you uvsing an HPIR Printer?

YES
Enter select codes bus address (if 7.1 press CONT) 7
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JKOK KK A K KKK KKK KK K K K K KKK KR SK 3K oK 3K oK K K 2 o 3K K 3K 3K K HOK A K ALK KKK K ROK KK R OK K K KKK AR SOk oK K
% DATA MANIPULATION ¥
******X*******#***X***************************************X******X**X**#*X******

Enter DATA TYPE:

. Raw data (data type required)
Mode number = ?

2 From mass storage
15 data stered on the program’s scratch File (DATAI?

NO Data stored on a different medium so it must
Data file name = ? be retrieved.

LANDSCAPE: INTERNAL
Was data stored hy the BSADM system 7

drati medium placed in device INTERNAL

orogram medium placed in devics?

YES
PROGRAM NOW STORING DATA ON SCRATOH DATA FILE AND BACKUP FILE

LANDSCAPE SEGMENTS DELINEATTION

Data File name: LNDL20-F8

Datr type is: Raw datn
Number of obhservations: )
Number of vaprinhles: @

Variable nomes:
1. DISTANCE
2 ELEVATION

Subtile name beginning sheervntion--numbers of obmervabpons
Lo Top i 4%
TLROTTOM (S 1

SELECT ANY KEY

Select special function key labeled-LIST
Option number
4 List all the data
Fnter method for listing data:
k! In tabular form



LANDSCAPE SEGMENTS DELINEATION

Dota tvpe is: Raw data

Variaoble * 1 Variahle % 2
(DISTANCE ) (ELEVATION )

ORS#
i 0n.,.00000 i000.00000
2 S5.00000 Qe2.40000
3 10.00000 RS, 40000
4 15.00000 ?73.30000
= 20.00000 6310000
b 2%.00000 952.20000
7 A0.00000 ?39.60000
8 35.00000 @29.40000
? 40.00000 Fi2.90000
10 45. 00000 894.50000
i S0.00000 281.80000
i2 5%.00000 864.00000
13 60.00000 B32.90000
i4 65.006000 808.80000
1% 70.00000 77900000
16 75.00000 787 .40000
17 80.00000 727.60000
18 8%.00000 694 .40000
19 Q0.00000 664 ,.10000
20 ?5.00000 633.00000
21 100.00000 £0%.70000
22 105.00000 S577.40000
23 $40.00000 S49.80000
24 145.00000 548.00000
2% 120.,00000 495 .10000
26 12%.00000 468.40000
27 130.00000 446.20000
28 13%.00000 424 .40000
RY 140.00000 402.,00000
20 14%.00000 390.90000
34 150.00000 THP.30000
32 15%.00000 258660000
33 160.00000 247 . 720000
34 16%.00000 240, 50000
Option number = %
0 Exit List routine.

SELECT ANY KEY
Remove Basic Statistics

Go to Regression program medium.

Optieon nuymber = ?

. Non-linear regression
Subfile ¥lenter 0 to ignore subfilesd = ?

n

Number of the dependent variaoble = ?

<

£

How many independent variables will be in the model?

i

Independent variable numbers (separated by commas)
y)

1
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Is ahove information correct?

YES
0K KOK O SHOR KK 30K KKK K KKK K 2K 3 3K K KR 5k K KK 3K OK KK K oK 8 32K 3K K 38 oK K KKK K K 380K K KRR 3OK A KOROKOK K Kok KK
NON~LINEAR REGRESGION ON DATA SET:
LANDSCAPE SEGMENTS DELINEATION
KKK K K K K K K 3K K 3KOK K K KK K 250K oK K K K K 3 B K K 3K 38K 3K K 3K K K OK 5K K oK 3K 3K K 5K K K 5K 3K K KK 40K 0K K 3OK 3K 3K K 2K 0K KK K KoK 30K ok K ok ok ok

—-wherae: Dependent variable = (2)ELEVATION
Independent variable(s) = CODISTANCE

¥ of parameters in the model ({(=20) 2

5]
s a nlet of the non-linear regression desired

YES
Plot on CRT

N
Plotter identifier string (CONT if ‘HPGL’)?
Plotter select code,Rusd =(defaults are 7,5) 7

Plot on EXTERNAL plotter

Ta o avick plot desired ?

N No quick plot. We specify our limits.
Xeegin = 2

1]
Xe=merx

16Y%
Y-min = 7

a0

Rl [ S

Lani

Yeoaxis crosses X-axjg ot X ow ?

n

¥egxvg crosses Yoeaxis at Yo ow 7

XA0
Dhosiance between X—ticks = 7

stance between Y-tic = ?

100
B oof decimals for labelling X-axjis({=7) = 2

# of decimals for labelling Y-axis =

0
Number of pen color to be used 7
1
I above information correct ?

YES Plot shown below overlayed curve.



Beer will sound when plot done: then press CONTINUE
File name where subroutines are stored 7

LANDER: INTERNAL
Is data medium Placed in device INTERNAL
?

YES

Is program medium placed in device 7

YES

Enter convergence coefficient (e.g. 0.00%,.001)

L0004 Supply initial estimates.
Initial estimate for parameter % 1
¥

1000

Initinl estimate for porameter & 2
?

o

Initinl estimate for parameter & 7
?

-2

Initial estimate for parameter & 4
?

1200

Initinl estimnate for paramater & S
?

-5 8

Initial estimate for parometaer § 4
?

1826

Titinl estimate for parameter § 7
?

ol

Initial eestimate for parameter & &
?

N4k

Yo the above wnformation correct?
YES

SR K KK KR K KK 2K K 5K 3K K K K KKK 5K 0K 0HOR K 5KOKOK ACR K K 5 3K o KA ok A R 08 SR R R A AR AR ORI OROR RO AR R R A R

Delta(Convergence criterial)= 0004

THE INITIAL VALUES OF PARAMETERS ARE

PARAMETER 1 = 41000
PARAMETER 2 =-1
PARAMETER 3 =~ .2
PARAMETER 4 = 1200
PARAMETER S =-5.8
PARAMETER 6 = 1826
PARAMETER 7 =-14
PARAMETER 8 = 046

Would vyou liKe to see every iteration 7
YES
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Calcs., may be lenathy. A beep will sound when done. Press 57 key to ABORT!
ITERATION ESTIMATED PARAMETER VALUES 5. 8. RESIDUALS

Calculations may be quite time consuming. A beep will sound when completed

0 i000.00000 -1.00000 - 20000 1200.00000

-%.80000 18826.00000 ~146.000600 LNA4600  1E9IBET W3
i P4, 39986 aEE-EL-R - NER29 1184, 69343

-%.76883 1796, 78585 ~16. 20243 04448 3324
2 ?97.48082 ~1.008%8 = 02807 1484.09329

-5.76284 1798.14334 ~4b, 22044 04472 29%.84
3 P97.5410% -1, 014826 -, NEana 1184.08940

-5.76280 1807.15342 ~1bh, 24364 L0451 4 295,74
4 PR7 . 51107 -5, 04426 -, N2B04 11684, 0893%

~5.76280 1823.35608 =14, 56444 L 04568 2% AR
= PP7.51407 -4, 01426 -, 12804 1484, 08939

-%.76280 1824.81849 4k, 6115 Aas04 2N 6N

DONE L TEY First eight values per line are the estimated coefficients. Lastis sum of squared residuals.

KK KK K 9K 3K K K KKK 3K KK 5K K 3K 3K K 3K 3K KK K K KK oK K 3K 3K K KK oK 5 5 0K K K KK KK K 3K OK HOKOK 3K K KK SRS OROKKHOR KO ROKOK

THE ESTIMATED PARAMETER VALUES AFTER & TTERATTDNQ ARE

PARAMETER i= 997 .%110744 ( 9.©

PARAMETER 2= ~£ . 0882610 (-1,

PARAMETER 3= - 0 (2.8

PARAMETER 4= 1184.09959?° ¢ 1.46

PARAMETER S= =S FHRTITE (-5 PARTO7EN2BEA00)
PARAMETER &= 1826.8938829 ( 1. 8R&BP3NB29E+072)
PARAMETER 7= ~16. 6126168 (-1 H642614B2AE
PARAMETER 8= (460474 ( 4,604764 14 !

***************X************************»**K**A*******V&*k%****%****k*h*****m*AA

THE INITIAL VALUE OF SUM OF SQUARED RESTIDLUALE CB3

AFTER S ITERATIONS THE SUM OF SQUARED RESTIDUAL > FHAHL%Y
APPROXIMATE STANDARD ERROR FROM SQUARED RESIDUALS= I, 3IV21084540%

Plot redression curve on present drarh 7
YES Plot curve or graph.

Same pen color 7
YES
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LANDSCARPE SEGMENTS DELINERTION

840

840

740

640

ELEVATION

548

449

340 L
[\ ™ 0] o1 o n
™ o o ] ©
DISTANCE

Like to change initial estimates and/or function ?

NO
Are confidence intervals on parameters desieed 7

NO
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Residual analysis and/or prediction?

YES

Print

YEG

OBS#

32
33
34

Durh

Plet oan CRT?
N()

Plotter identif
Plotter select

Rewi

i
For

0
For

out

reasidunle?

”

ORSERVED Y

000
992
PRY
973
P63
Pu2
P30
929

@L2.
8%4.

881
864
832

308,

779
797

787,

694

664,
6330

&0

L60000
L40000
.40000
.30000
.10000
20000
60000
L40000
70000
50000
.80000
00000
20000
80000
LN0000
40000
&0000
LA0000
10000

577.40000
49 .60000
5148,00000
A49% . 40000
468.,40000
446 ,20000
4241 .40000
4072 . 00000
390 .90000
349 20000
AS4.,60000
X477 70000
340 10000

in=Wateson

dual plot

plotting,

plotting,

Stotietic:

riidunl plots?

ier string
code, Rus
option no.

X-=min = 7

X=max = ?

PREDICTETL Y

3 MATIR248247%
Special tables are necessary.
Residual plots
Plot on external plotter
(CONT if ‘HPGL") 7
# = (defaults are 715)

TARLE OF RESIDUALS

STANTARDIZED
RESTIDUIAL

C7ABOY

RESTIIAL

GR7.N1107 L ARBY3

P4, 75387 CEALLD CE9164
P84, 594R% CBO%1A CERAT L
976, 4 =2 73442

PHe 07157 —3L 97N

?54,707232 L B0YES

944,944 40 2

QR7 77349

12, 203749
8¢5, 232014
876, 85874
08368

LEPBLE
LB7R60
06HS62

TETO

CRAA T

Plot residuals vs time square

SBIENIE.

*x

Test statistic for autocorrelation of residuals
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35

Distance between X-ticks = ?

S

*® of decimals for labelling X-axis ((=7) = 7
0

Number of pen color to be used 7
1
I above information correct?

YES

LANDSCRPE SEGMENTS DELINEARTION

STANDARDIZED RESIDUAL
()
x
X

0 n S in )
-t -t [y V]

25
30
35

*SEQUENCE #°

Residual plots 7

YES

Would vou like to plot on CRT 7

NO

Plotter identifier string (CONT if ‘HPGL’) ?
Plotter select codes bus # (defaults are 7:3) 7
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Residual plot option no, = 7

& Plot residuals vs predicted Y
For plotting, X-min = 7

300

For plotting, X-max = ?

1000

Distance between X-ticks = ?

100

¥ of decimnls for labelling X-axis ({=7) = 7
i]

Number of epen color to be used 7

1

T abowve information corpreot?
YIS
LANDSCAPE SEGMENTS DELINERTION

S
41
3]
-
S 2f x
2 X
= X X X X
2o
Ll s
12 X x
[=] X o
7] X L X N — X )
K % = 3
-t Xx x X x X x
a x
% -1 x x = x X
gg X
[1 “2»
o
m
-3}
-4|
-5l
[\ () (\] (W) (W) Q [\ W)
] () W) [\ [\ [\ Q Q
m < n w N ® 2] E!
*PREDICTED Y~
Residual pPlots 7
NO Exit residual routine.

het pan number

7 Return to BSDM



Example 6: Standard Nonlinear Regression

In this example, standard nonlinear models are fit to the data from Example 4.

Are vou g0ing to use user defined transformation

or do Non-linear regression ? (Y/N)

NO
fire vou using an HPIB Printer?

YES

Enter select codes bus address (if 7+1 press CONT) 7

S KKK KKK 4K 30K 3K KK K K K KK KK K K 30K 3K 3K 30K 3K K K 5K 3K 33K 3K 3K 3K 3K 3K KK 3K 3K 30K 0K 3K KK 0K K KK 30K 30K 0K KK K HOKOKOK 0K 0K
* DATA MANIPULATION X
KKK K HOK K oK KA K KKK K KK 3K K K KK K KKK XK KK 3KOK 30K 3K 3K 5K K 3K 30K 3K 0K 30K 5K KK XK 3Kk 3K K 30K 3K K K KK OK KOK KK XK K K K Xk X

Enter DATA TYPE:

i Raw data (data type required)
Mode number = ? From mass storage

2

Is data stored on the program’s scratch file (DATAY?

YE& Previously stored on program’s scratch
file called DATA.

URINE/RLOOD CONCENTRATION

Data file name: DATA
Data type is: Raw data

Number of observations: 29
Number of variables:

Variable names:
1. TIME(HR) Same data set which we used for nonlinear

2. BLD.,CONT regression.

Bubfiles: NONE

SELECT ANY KEY

Select special function key labeled-LIST
Option number = ?

" List all the data
Enter method for listing data:

3 In tabular form

117
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Data type

i Raw data

Variable # 1
(TIME(HR) O

URINE/ELOOD CONCENTRATION

Variable % 2
(RLD.CONT )

ORS#
i 4,25%000 1165.70000
2 7.50000 851.00000
3 10.80000 523.00000
4 12.00000 365.00000
S 16.00000 294.00000
6 23.80000 170.00000
7 27.80000 60.00000
8 35.30000 81.00000
? 38.30000 20.00000
10 45.,30000 45.00000
11 51.30000 27.00000
i2 54.20000 7.00000
13 59.80000 34.00000
14 64.25000 26.,00000
15 69.50000 36.00000
16 78.20000 iB. 00000
17 90.20000 10.00000
i8 ioo.00000 8.20000
i9 105.00000 13.40000
20 108.00000 17.40000
21 114.,00000 8.00000
22 120.00000 4.00000
23 130,00000 &.70000
24 142,00000 6.70000
25 154.00000 5.80000
Option number = ?
0
SELECT ANY KEY
Option number = ?
5
Number of the regression model = ?

3

Shouvld fitted

NO

Number of the

<2
<

Number of the

i
I above

YES

model include

dependent

variable

independent variable

information correct?

intercept

term 7

Exit List routine.

Select special function key labeled-ADV STAT
Remove BSDM medium.
Insert regression medium.

Select standard non-linear regression
modes.

Mixed exponential of form:

Y = A+Exp(B+*X) + C+Exp(D*X)

Note: In the non-linear regression exam-
ple we specified 3 exponential terms.

Y =blood count

X =time in hours

Displayed on CRT. It is correct.
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KKK KRN AOKK A KA KOK KKK OK 3K 3K KKK K KK KK KK KK KK KKK K 3K K K KoK K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K oK 3K 3K oK 3K 3K o ok
REGRESSION MODELING ON DATA SET:
URINE/ELOOD CONCENTRATION

KKK KKK KKK KKK KKK KKK K KK KK KKK KKK KK K 3K KKK KK K KK KK KK KoK K K 3K 3K K 3K K 3K K 5K K 3% 3K K R HOK SOK K KKK K K

-~where: Dependent variable = (2)ELD.CONT
Independent variable = ({)TIME(HR?

THE STANDARD NON-LINEAR REGRESSION MODEL SELECTED = Y=AXKEXP (BXX)+CXEXP (DXX)

Is a plot of the regression desired?

YES Like to see a plot
Plot on CRT

NO But not on CRT.
Plotter identifier strindg (CONT if ‘*HPGL’) ?

Plotter select code,Bus# =(defaults are 7,5) 7 On an external plotter at 7,5
X=min = ?

0

X-max =

160 Specify plotting limits.
Y-min = ?

0

Ymax = ?

1200

Y-axie crosses X-axis ot X = 7

0

X~naxis crosses Y-oxie at Y = ?

0

i
-~

Distance between X-ticksg =

i6
Distance between Y-tic =

120
¥ of decimals for labelling X-axis({=7) = ?

0
¥ of decimals for labelling Y-axis = ?

0
Number of pen color to be used ?
1
Is nbove information correct ?

YES
Is plotter ready ?

YES
Are the values of the initial estimates proper? As shown on CRT and printed out below.

YES
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SHOKOK K KK KK 3K 3K K 3K 3K K 3K 3K 33K 3K 3K 3K 3K KK oK KKK KK KK KKK 5K 3K K K K 3K KK 3K K oK 3K 3K 3K KK K 3K KK 3K KK SKHOK SIOK KKK KKK 30K K KK

Delta(Convergence criteria)= 0%

THE INITIAL VALUES OF
PARAMETER {1
PARAMETER 2
PARAMETER 3
PARAMETER 4

PARAMETERS ARE
334,48B9319026
-3.26684362156E-02
332.4489319026
~1.,63342184078E-02

oo

#

Calcs. may be lengthy. A beep will sound when done. Press N0’ key to INTERRUPT

!

CALCULATIONS STARTED DN 0 / 0 AT 6 0 : 0

ITERATION ESTIMATED PARAMETER VALLUES 5.5.RESIDUALS

A B C D

0 334,48932 =, 03267 33.44893 -, 01633 1437486.3294
i 767 .19%21% -, 09254 21434532 -, 03942 3308896648
2 1593.74645 -,18%42 235 . 746%99 - 53 BR3I74.8400
3 18%4.77884 -, 13293 214, 04%24 - 03737 39473, 4982
4 1974 ,369%1 -, 1427% 120,8%302 -, 02902 17809, 6318
) 2008 . 32686 -, 13847 78.90472 -, 01868 17060.803%
b 2003.21510 -, 13699 73.8%44% -, 067 L6989, 6350

DONE T 11

38K K K KOKOK KKK K KK KK K 3K 3K 3K 3K 3K K 3K K 3K 3K 3K 3K 3K 3K 3K KK K KK K 3K KK A KKK KK 3K 3K KK KK 2K KK HORHHOK KK KK KK HOKAOK K
THE ESTIMATED PARAMETER VALUES AFTER & ITERATIONS ARE

PARAMETER 1= 2002.94563%0 ¢ 2,00294163%0E+03)

PARAMETER 2= ~ 1371748 (-4,3747475809E-01)

PARAMETER 3= 7H.2098%21 7, S2098%2403E+01)

PARAMETER 4= -, 0170887 (~1.7088737873E-02)
KK KK KKK KKK 3K K 3K KK K K K K K 3K 3K KK KK KK 3K 3K K KKK K K 3K K KK K KK KK 3K KK oK 3K KK 3K 3K 3K KKK K KOKCHOK KKK AOK SO NOK KK oK

THE INITIAL VALUE OF SUM OF SQUARED RESIDUALS = 1137486 32942

AFTER & TTERATIONS THE SUM OF SQUARED RESIDUALS= 16989 .176%347

APPROXTMATE STANDARD ERROR FROM SQUARED RESIDUALS= 28.4430730832
KK KK K KK KKK K K 33K K KKK 3K 3K 3K 3K KKK oK 3K K 3K KK KK K KK 5K 3K KK KK K 2K 3K K K K 3K 3K 3K KK KKK AKHOROK KKK HOKOKK KK K 3K oK
Should regression line be plotted on same graph ? Note: These results in terms of the sum of
YES squared residuals are very close to the non-
linear regression example with two more
parameters.

Same pen color 7

YES
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URINE/BLOOD CONCENTRATION

1200 r

1080

960

848  {

7208

600

BLD.CONT

480 |

360

240 |+

120

%}
16
32
48

o w
o o2

112
128
144
168

TIME(HR)

?

New initial estimates and/or convergence criteria

NO Satisfied with results.
Are confidence intervals on parameters desired ?

YES Why not get confidence intervals.

Confidence coefficient for confidence interval on parameters(e.q. 90,9%,99)=
9%

?5 % CONFIDENCE INTERVALS ON PARAMETERS

PARAMETER ONE-AT-A TIME C.I. SIMULTANEQUS .1,
LOWER LIMIT UPPER LIMIT LOWER LIMIT UPPER LIMIT
i 1818.45%43 2487.4289 1703.9352 2304 .9481
2 -. 1593 -. 1150 ~-. 1731 =-. 1013
3 ~42.6742 193.0909 -115.8451 266.2648
4 -. 0433 L0092 -, 0596 L 025%

KK KKK KKK 3K KKK KK 3K 3K oK 3K oK 3K 3K oK 3K 2K oK oK 3K oK 3K 3K oK 3K 3K 3K 3K 3K oK 3K 3K 3K 3K 3K 3K oK oK 3K 3K oK 3K 3K oK 3K 3K 2K 3K 3K 3K oK 3 0K 3K 3K 3K 33K 3K 3k o Ok ok
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Residual analysis and/or prediction ?

YES Residual analysis
Print out residuals?
YES
TARLE OF RESIDUALS
Residual Sy.X
STANDARDIZED
ORS# ORSERVED Y PREDICTED Y RESIDUAL RESIDUAL. SIGNIF .,
i 1165,70000 1188.03381 ~22, 333814 -, 78%2141
2 854.00000 782.07774 68.92226 2.42317 KK
2 $23.00000 517.80218 5.19782 . 18274
4 365.00000 447 .43452 -82.,43453 ~-2.89823 XX
S 294.00000 280.30783 13.69217 L 48439 Note
& 1i70.00000 126.60208 43 ,39792 1.52%78 Two large
7 60.00000 90.97714 -30.977114 -4.08909 residuals.
8 81.00000 $6.944314 24.,05569  B8457%
b4 20.00000 49 .55743 -29.55743 ~4.03918
i0 45,00000 38.68823 6H.34177 22191
i1 27.00000 33.06036 -6, 06036 -. 24307
i2 37.00000 30.96936 &.03064 L 24202
i3 314.00000 27.64708 3.38292 .11894
i4 26.00000 25.,38439 L 61561 02164
i% 36.00000 23.07884 12.92416 LA5428
i6 i8.00000 19.809%% -1 . 80955 -, 06362
17 10.00000 16.10942 -6.,10942 -, 24479
i8 g8.20000 13.62043 ~-5.42042 - 19057
19 13.40000 12.50406 L B89%94 L 03150
20 17.40000 141.,87886 5.52114 L1944 4
21 8.00000 10.720914 ~2.720914 =, 09566
22 4.00000 ?.67600 -5, 67600 -, 199%4
23 6.70000 8.19%97 -1 .,45597 R A5 )
24 6.70000 6, 64379 056214 00498
2% 5.80000 5.41499 . 38801 01364
Durbin-Watson Statistic: 2.57642711573
Residual plots?
YES
Plot on CRT?
N0
Plotter identifier string (press CONT if ‘HPGL') 7
Plotter select code, Rus # = (defaults are 7:3)

?

Residual plot option no.
i

For plotting, X-min = ?
0

For plotting, X-max = ?
2%

it

Distance between X-ticks

S
¥ of decimals for labelling X-axis ((=7)

0

Number of pen
1

color to be used 7

Specify limits for residual plot verses sequ-
ence #.
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Is above information correct?
YES
URINE/BLOOD CONCENTRATION

S
4]
3}
= x
S 2|
(=]
- x
g2 o1
g | x
a X X
e x X _Xx . X "
H 4 — —— 5 xR
-
2 -1f
L x x
i
2
«C -2 s
.—
(0]
-3} x
-4]
-sl .
S n n \Y) n
- - 4] N
*SEQUENCE #°
Residual plots 7
ND Exit residual routine.
Option number = ?
5 Standard non-linear regression models.
Number of the regression model = ? This time with intercept term.

3 Mixed exponentials

Should fitted model include intercept term ?

YES This time with an “intercept” term.
Number of the dependent variable = ? Y = A*EXP(B*X) + C*EXP(D*X) + E
”

[

Number of the independent varianble = ?

i
I's above infermation correct?

YES
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3K K KK KK K K 3K 3K KK KK K K KK K 3K 5K KK K K K K 3K KK K K 3K K K 3K 3K K KKK K K KK 3K K K KOKOKOKOK K K K 0K K KK 8CKOK 5 KOKK0OKOK SOKOKOKOK

REGRESSION MODELING ON DATA SET:
URINE/ERLOOD CONCENTRATION
HOKK KK KK K XK K 3K K 3K KK KKK K KK JKOK 3 3K KKK KK KKK 3K oK 3 3K oK 3K K 3K K 3K K 3K oK X KOK KK K KKK OK 3 KKK KK KOK K KK 3K K KKK K

-~where: Dependent variable = (2)RLD,CONT
Independent variable = (1)TIMEC(HR)

THE STANDARD NON-LINEAR REGRESSTON MODEL SELECTED = YaaXEXP (BXX+UKEXP (DKX) +E

IN RADIANS
Is a plot of the regression desiraed?

N{} No plot this time.
Are the values of the initial estimates proper?

YES

KKK KKK OK KK KK KK 3K K 3K KK 3K KK 3K K 3K KK KKK KK 3K K 3K 3K K KK KK K 3K K K K K KK K KKK KK KK KK HOK KOK 3RO KOKOKK KK XK R
Delta(Convergence criterial= 0%
THE INITIAL VALUES OF PARAMETERS ARE
PARAMETER 1 = 429. 234007
PARAMETER 2 =- 0428279809939
PARAMETER 3 = 42 93%2234007
PARAMETER 4 =-_ 021443990497
PARAMETER % = 3.92

Would vou liKe a hard coepy of every iteration 7

YES
Lalcs., may be lengthy. A beep will sound when done. Press ’NO’ key to INTERRUPT
]

CALCULATIDNS STARTED ON 0 / 0 AT 0 0 : 0

ITERATION ESTIMATED PARAMETER VAL UES 5.5 . RESTIDUALS

0 429 .3%223 -, 04283 47 ,93%522 -, 02841
3,.92000 909776.,40446

i 88%.18106 -, 09863 244 .41731% -, 09760
36.4798S 276063.,40271

2 1286 .23842 -, 42132 604.507%8 -, 17964
20.86657 50454.,00149

3 1243 .853214 -, 106%% 824 ,5%1%9 -, 18667
18,44537 18850.77414

DONE V11

KKK KKK 2K KK KKK KK KK 3K K 3K K 3K 3K KK o oK KK 3K K 3K 3K 3K K 3K KK 33K K 0K 50K oK SKOK K 30K 3K K 30K K 30K JOK 3K KK SKOKKOKOK 3KOKOK KKK KK
THE ESTIMATED PARAMETER VALUES AFTER 3 ITERATIONS ARE

PARAMETER i= 1218.,8442529 (1,2188442529E+03)

PARAMETER 2= -, 1063836 (-1,0638358B05E-01)
PARAMETER 3= BG0O, 7805920 8.6078059243E+02)
PARAMETER 4= -, 1848468 (-1 ,8484679940E~01)
PARAMETER GS= 17,7594408 ( 1 .77%594408%2E+01)

AKX KKK KKK KK KKK KK KKK KKK K K XK KK 3K KK XK KK 3K 3K 3K K 3K K XK K KKK K K 3K K K KK K K 3K K K K 2K 3K K K KK K K K K K K XK KKK X K K X
THE INITIAL VALUE OF SUM OF SQUARED RESIDUALS = 909776.404504% Not as good
AFTER 3 ITERATIONS THE SUM OF SQUARED RESIDUALS= i18803.%777771 as before.
APPROXIMATE STANDARD ERROR FROM SQUARED RESIDUALS= 30.6623366503

3 K K K K K K K K K 3K 2K 3K 3K 3K 3K 3K K 3K 3K 3 3K 3K 2K 3K 3K 0K 3 3K 3K K 3K 3K K 2K K oK 3K 3K K K 3K 3K 3K 3K 50K K K 3K K K 2K K 3K 3K XK K K 3K 3K 3K K KK 3K 3K KK KK 5K K K XK XOF:

New initial estimates and/or converdence criteria ?

NO
Are confidence intervals on parameters desired ?



YES

Confidence coefficient for confidence intervol on parametersie.g. 90,

95

PARAMETER

H WIS e

S

95 % CONFIDENCE INTERVALS ON PARAMETERS

ONE-AT

LOWER LIMIT
631.4045

-, 1322

228. 0449
-.315%
i.8285%

-A TIME C.I.

UPPER L IMIT
1806.2840
-, 0806
1493.5163
-, 0542
33.6904

95,99y =

SIMULTANEOUS C. 1.

LOWER LIMIT
182,0384
-.1549
-25%.9740
-, 4154
-10.3579

UPPER LIMIT
2255.6504
-. 0609
1977.5322
L0457
45,8768

KK K K K K 0K KK KK KKK K K K K K 2K KK K KK KK 3K K 9K 9K 2K 3K K K 5K K K 3K K 2K K K K 3K KK 3K 3K KK K KK K K 3K 5K K 3K K 5K K K 3K 3K KK KK 3K K 30K K K K
Residual analysis and/or prediction ?

YES
Print

YES

o
o
o
L

SN UTL GNP

i0
it
i2
13
i4
19
i6
17
i8
19
20
21
22
23
24

25

out residuals?

OBSERVED Y
1165.70000
851.00000
523.00000
365.00000
294.00000
170.00000
60.00000
841.00000
20.00000
45.00000
27.000600
37.00000
34.00000
26.00000
36.00000
i8.00000
i0.00000
8.20000
13.40000
i7.40000
8.,00000
4.00000
6.70000
6.70000
5.80000

Durbin Watson Statistic:

Residual plote?

NO

Option

7

number = 9

TARLE OF RESIDUALS

PREDICTED Y
118%.65897
781 .76841%
521.01940
451 ,45%738
284.66099
i25.23916
86.42756
47 .53330
39.20569
27.7984%
23,0225
21.61557
19.87723
i9.07606
18.51147
18.05704
17 .84239
17.78867
17.77664
17.77192
17.76603
17.76292
17.76064
17.75978
17.759%3

2,36053763341

SGTANDARDIZED

RESIDUAL RESIDUAL
-419.9%897 -, 65093
69.23159 2.25787
1.98090 06460
~-86.4%738 -2.81966
?.33904 . 30458
44 ,.76084 1.45980
~26, 42756 -. 852141
33.46670 1.09146
-49.20569 - 62636
17.2045% . 56100
3.97749 AR972
15.38443 504174
11.42277 36275
6.923%94 22581
17.488%3 57036
-, 05704 ~. 00186
-7 .84239 -, 25%77
~9.58867 -, 31272
~4,37661 -, 14274
-, 37192 ~. 01213
~F.76603 ~.348%0
-13.76292 -, 4488%
-14.06064 -, 36072
-11.05978 -, 36070
-11.95953 -, 39004

Return to BSDM

GIGNIF.

ok

XX

125
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Statistical Graphics

General Information
Object of Program

This group of nine programs has been developed to allow you to quickly get a graphical
representation of your data with a minimum number of questions on the CRT screen or an
HP-IB Peripheral Plotter.

Because of the length of the programs, two discs are used to hold the Statistical Graphics
Routines.

The entry to every program requires that you specify only the variables to be used and how
subfiles are to be treated if they exist. From here on, all plotting parameters are determined by
the program, and a plot may be constructed immediately by selecting the plot option from the
plotting characteristics menu.

Once the data has been specified, you have the option of changing nearly all the plotting
parameters in order to construct a more personalized plot. This is done by selecting the option
from the plotting characteristics menu.

Any time new variables are defined by selecting the “RESTART” option from the menu, all
previous parameters that had been defined are reset to a default value for this particular data
set. In order to save the plotting characteristics you have specified, select the store option
available in the menu. This stores the plotting characteristics out on another file of you choice.
Then, after you select the restart option, you can retrieve these characteristics by selecting the
load option.

Special Considerations
1. Every time you select a graph type, the CRT is declared as the standard plotting device.
This unit may be changed by selecting the ‘‘Select Plotter” option from the plotting
characteristics menu.

2. Every program begins its execution by reloading the data contained in the “DATA” file.
In the case of the NORMAL PROBABILITY PLOT and WEIBULL PROBABILITY PLOT,
the file “DATA” is reloaded every time the “RESTART” option is selected.
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3.

10.

The “RESTART’’ option always initializes the plotting parameters to default values as
follows:
e The axes labels default to the name of the variable being plotted.

e The graph title contains the first 33 characters of the data set title. If a subfile is
declared, the graph title preceded by the 10-character name given to the subfile.

® The plotting symbol is a plus sign.
e Pen numbers are set to 1.

e The axis parameter is wide enough to contain the data set and has 10 equally spaced
tic marks with every second tic mark being labeled.

e In the special case of the log axis, only complete cycles are plotted on a log scale
might be scaled so that it fits in an entire cycle.

e The graphics device used for plotting is reset to CRT.

Note
After selecting the “OVERLAY” option, new data may be plotted on
the previously constructed graph. But, the default values will be in
effect for pen number and symbol. These may be changed by select-
ing the “SELECT PLOTTER” and “SELECT PEN NUMBER" op-
tions from the Plotting Characteristics menu.

Whenever the program identifies an incorrect response, the question is asked again, until
the correct response is given.

Most plotting symbols are centered on top of the point they are designating. For some

special characters, like the period and comma, the symbols are plotted in a lower posi-
tion.

The graphics programs only allow up to six decimal places for labeling the axis tic marks.
For data that would need more, it is suggested that it be transformed.

Each program handles missing values in a different way. See the individual programs for
details.

When asking for labeling information, an error 18 will occur if the label is too long. To
recover, shorten the label and re-enter it.

Do no press the “RUN’’ or “SHIFT-PAUSE” (RESET) keys unless it is necessary. The
“RUN’’ key erases all variables, and RESET may erase memory.

To prevent a graph segment from being plotted, assign a pen number of — 1 for the CRT
or O for an external plotter to that segment using the select pen numbers option.

Note

Statistical Graphics may be entered from any of the other Statistics
packages by selecting the Advanced Statistics option. Once in the
Statistical Graphics package, select the type of plot you wish to do
from the menu provided.




Common Plotting Characteristics

The following options are available for all nine of the plots, so their description and operation
are explained in this section. There are slight deviations in the way some of these options
work for the different plots. These differences are explained in the sections that describe each
plot. It is recommended that you read through the section for the particular plot you wish to
do before using the program. Not all plotting characteristics can be changed in each program.

RESTART

When this option is selected, all plotting parameters for the data set are reset to the default
values which the program has determined for the data set. At this time a new variable to be
plotted may be selected.

PLOT

This option plots the variable(s) being considered. The plot will be done on the CRT if no
other device has been specified. If you have not specified any plotting parameters, the ones
determined by the program are used, otherwise, the plotting characteristics you specified are
used. You may choose whether or not to connect the points on most of the graphs, and
whether or not to put grid lines on the graph.

X-AXIS

This option allows you to designate the scale for the x-axis. You determine the minimum x
value, the maximum y value, the distance between the tic marks on the axis, and how many
places after the decimal point you want printed. Since complete cycles on the x-axis are
required by the semi-log, log-log, normal and Weibull plots, this option may not be used in
those routines.

Y-AXIS

This option allows you to designate the scale for the y-axis. You determine the minimum vy
value, the maximum y value, the distance between the tic marks on the axis, and how many
places after the decimal point you want printed. Since full cycles are required on the y-axis by
the log-log and Weibull plots, this option may not be used in those routines.

LABELS

This option allows you to change the labels of your graph. You have an opportunity to
change the x-axis label, the y-axis label, and the title of the graph.

SYMBOLS

This option allows you to change the symbol used to designate the points on the graph. If you
do not want any symbol use a blank which is designated by ** .

Dump Graphics On CRT

This option prints the most recent CRT graph on the printer. This option may be used only if
your printer has graphics capabilities (e.g. 2671G, 2631G).
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SELECT PLOTTER

This option allows you to select the plotting device on which you wish to have the plot drawn.
You may have the plot done on the CRT or an external plotter. You will need to input the select
and bus codes. You will also need to input a plotter identification string.

SELECT PEN COLOR

This option allows you to select the pen number you wish to use for plotting your graph. The
pen number used may be changed for axes and numeric labels, grid lines, labels and points.

OVERLAY

This option, when available, allows you to add another plot of the same type with new vari-
ables on the previously constructed plot. The plotting limits will remain as you have specified.

STORE

This option allows you to store the plotting characteristics that you have specified so that they
may be retrieved at a later time. To do this you need to specify a file name and where you
wish to store the information.

LOAD

This option allows you to retrieve the plotting characteristics that were stored previously for
this type of plot. You need to specify the name of the file and where it was stored. The
program will then list the stored plotting characteristics.

RETURN
This option returns the program to the main STATISTICAL GRAPHICS MENU.

Time Plot
Object of Program

This program plots any variable in increasing units of time or sequence number. This plot is
useful in determining the effect that time/sequence may have on a variable. The program
allows the initial time to begin the plotting and the time period between points to be set by
selecting the ““X AXIS” option. If the plot option is selected first, the program defaults to a
starting time of 1 and time increment period of 1.

Special Considerations
1. Missing values are not plotted. The value at this time period is left blank.

2. When doing an overlay of the data, the initial time and time increments are 1 unless
changed by selecting the x-axis option. Once the values have been changed, they retain
the new values until they are changed again.



Special Plotting Characteristics
X-AXIS

This option allows you to determine the scale for the time axis. You need to specify the
minimum and maximum time values, and the distance between tic marks. In addition, you
need to specify the initial time for beginning series, the point in time that the plotting begins,
and time increments between points, how much time passes between each plotted point.

OVERLAY
This option allows you to plot another variable over an already contructed graph.

References
1. EXPLORATORY DATA ANALYSIS, John W. Tukey; 1977, Addison Wesley.

2. “A Review of Some Smoothing and Forecasting Techniques’”, T. J. Boardman and
M.C. Bryson, Journal of Quality Technology, Volume 10, Number 1, January, 1978.

Histogram
Object of Program

This program creates a histogram with up to forty cells. For every data set, the sample mean,
the sample variance, the number of cases used to calculate them, and the cell statistics will be
printed.

Different histograms may be created by specifying the number of cells to be used, and the cell
locations, or by specifying the number of cells, the location of the first cell, and the cell width.
These specifications may be given by selecting the “CELL LIMIT” option from the Plotting
Characteristics menu.

A normal curve overlay and the corresponding Chi-squared goodness-of-fit statistic may be
obtained by selecting the “NORMAL CURVE OVERLAY”’ option from the Plotting Charac-
teristics menu.

Special Considerations

1. Missing values are not considered in any calculation, and are not considered in con-
structing any cell.

2. A maximum number of forty cells may be obtained.
3. At least four cells are needed to perform a chi-squared goodness-of-fit test.

Special Plotting Characteristics

CELL LIMITS
This option allows you to specify the cell size for the histogram. There are two ways of doing
this:

1. Enter the number of cells (greater than 1 but not more than 40) and Enter the minimum
cell value and the maximum cell value that should be used.

2. Enter the number of cells (greater than 1 but less than 40), and Enter the mimumum
cell value and the width of the cell.
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The program will then give you a list of the number of cells, their minimum and maximum
bounds, and the number of observations in each cell.

NORMAL CURVE OVERLAY

This option does a chi-square goodness-of-fit test of the data. In order to do this at least four
cells must be specified; if four cells have not been specified, an error will be printed. The
descriptive statistics for each cell will be printed. The contributions to the chi-squared statistics
are added together to get the final value. The cells on the tails are collapsed together until an
expected frequency of at least three and less than seven is found, and then the contribution is
calculated. If, after collapsing the end cells to get high enough frequencies, the number of
terms in the contribution of the chi-squared value go below four then another error will be
printed.

Once this is done the normal curve for the desired plot is plotted over the histogram.

Methods and Formulae
X, = ith observation of the selected variable that is not a missing value

N = number of valid observations

N
X = 21, X/N

i=

N N 2
Variance = 21 X2 - ( _21: Xi) /N
N-1

Normal Curve overlay =

100*(Cell width)*(EXP((X — X)? /(2*Variance))
\V 2+«+Variance

# cells

2 2 (Observed frequency in cell i — Expected frequency in cell i)?
i= (Expected frequency in cell i)

df = (# of cells)—3; because 1 degree of freedom is lost for number of cells, 1 for the
estimated mean, and one for the estimated variance.

The expected frequency of cell i = area under the normal curve overlay which would fall in
cell i is calculated by determining the left side of the cell i(A), and the right side of the cell i(B)
and finding
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B — Xbar A — Xbar
& \ standard deviation J —® \ standard deviation

Then use the following approximation for the area between A and B in a standard normal.

D(X) =1-Z(X) (bt +byt? + bst> + byt? + bst®) + E(X) where | E(X) | <7.5%108
t=(1+.231649X) !

b, =.31938153

b, = —.35656378

b;=1.781477939

bs=1.821255978

bs =1.330274429

for X>0

and 1 —d( }X} ) for X<0

Z(X) =exp(—x%/2)/V 2w

To calculate the right tailed probability value associated with the Chi Square value we use
P(X?v>calculated value) =

AL (- )]/ (2 )/2))}
C-1+ E

=1 (v+2) ( v+4) .(v+2R)

where X? is the calculated value

v is the degree(s) of freedom

v (.) is the standard gamma function y(.5) = .88626925

The sum is calculated until the percentage of change between two consecutive sums is less
than .000001 or R=40.

The number of cells being used defaults to the value given by the closest integer of
the function:

[1+(3.3log; (Number of valid observations))]

References

1. An Introduction to Statistical Methods and Data Analysis, Lyman Ott; 1977; Wads-
worth.

2. Statistics for Modern Business Decisions, Second Edition, Lawrence Lapen; 1978; Har-
court, Brace, Jovanovich.

3. Statistical Analysis for Decision Making, Second Edition, Morris Hamburg; 1977; Har-
court, Brace, Jovanovich.

4. Fundamental Statistics for Business and Economics, Fourth Edition; Neter, Wasserman,
and Whitmore; 1973; Allyn and Bacon.

5. Handbook of Mathematical Functions, Abramowitz, Stegun; Fifth Printing; 1965 Dover
Publications.
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Normal Probability Plot
Object of Program

This program creates normal probability paper, orders the data, and then plots the data on
the paper. This plot may be used to indicate if the data set may have come from a normal
distribution. If a straight line can be made to fit the plotted points, then the data may come
from a normal distribution.

Special Considerations

1. Missing values are eliminated from the data, which effectively makes the data set one
smaller for each missing value.

2. When plotting more than a hundred points, it is suggested that the period be used as
the plotting symbol. This allows for a more even line. Note that the period is plotted
lower than the actual value of the point.

3. A maximum of 999 points may be plotted on the graph with the empirical distribution
used by the program.

Special Plotting Characteristics

LABELS
This option allows you to change the labels for the y-axis and the title, but not the x-axis.

OVERLAY
This option allows you to plot the normal probability of another variable over the already
existing graph.

Methods and Formulae
Empirical Distribution Function (EDF)

X, is the i sorted value in the data set. i can go from 1 to N. N is the number of non-missing
values in the data set. EDF(Xi) =i/(N+1)

Cumulative distribution function (CDF) for plotting and scaling the X axis is done by deter-
mining the EDF(Xi) and then determining X,

_ C()+C1t+ C2t2
P l+dit+dott+d st

where t= Vlog,(1/(EDF(X;))?

C():2515517
c; =.802853
c,=.010328
d; =1.432788
d,=.189269

d;=.001308



References
1. Probability Plots for Decision Making, James R. King; 1971; Industrial Press.

2. “Weibull Probability Papers”’, Wayne Nelson and Vernon C. Thompson, Journal of
Quality Technology; Volumn 3, Number 2, April 1971.

Weibull Probability Plot

Object of Program

This program creates Weibull probability paper, orders and then plots the data. The number of
cycles used to plot the data is determined by the data.

If the plotted data appears to lie on a straight line, the data may come from a Weibull distribu-
tion. No attempt is made in the program or on the paper to estimate the parameters of the
Weibull distribution.

Special Considerations

1. Missing values are eliminated from the data, which effectively makes the data set 1
smaller for each missing value.

2. When more than a hundred points are plotted, it is suggested that the period be used as
the plotting symbol. This allows for a more even, narrower line. Note that the period is
plotted lower than the actual value of the point.

3. A maximum of 999 points may be plotted on the graph with the empirical distribution
used by the program.

4. All data used by this program must be positive. The data is checked and a message is
printed if any zero or negative data is found.

Methods and Formulae
Empirical Distribution Function (EDF)

X, is the ith sorted value in the data set. i can go from 1 to N where N is the number of
non-missing values in the data set.

EDF(X;)=i/(N+1)

Percent Failure =log, { log, _
1-EDF(X))
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Scattergram
Object of Program

This program plots points on a graph according to the two variables you specify. The plot is
useful in determining if there is any relationship between two variables.

Special Considerations
For any point where either the X or Y coordinate is missing, the point is not plotted.

Semi-Log Plot
Object of Program

This program plots points on a graph where each X value is plotted on a log scale, and each Y
value is plotted on a normal scale. The number of cycles used on the X axis is determined by the
program.

This plot is useful in determining if any relationship between an untransformed Y variable and a
log-transformed X variable exists.

Special Considerations
1. For any point where either the X or Y coordinate is missing, the point is not plotted.
2. All data used for the X variable must be greater than zero.

Log-Log Plot
Object of Program

This program plots points on a graph where both the X and Y axes take on log values. The
number of cycles used by both axes are determined by the program.

The plot of the points is useful in determining if any relationship exists between log-
transformed X and Y variables.

Special Considerations

1. For any point where either the X or Y coordinate is missing, the point is not plotted.
2. All data specified for this program must be positive.

References
1. Exploratory Data Analysis, John W. Tukey; 1977; Addison Wesley.
2. The Statistical Analysis of Experimental Data, John Mandel; Interscience.



- 3D Plot
Object of Program

This program constructs and draws points in a simulated three-dimensional graph. The axes
may be rotated and tilted to see relationships between the data better. An effective XY scatter-
plot may be obtained by tilting the axes 90 degrees. The program looks best when rotation
and tilt are between 20 and 70 degrees. At more extreme angles, labeling problems may
occur. You may correct some of these problems by adjusting the axis so that the number of tic
marks labeled are fewer, and so that axes labels are shorter.

Special Considerations
1. For any point where either the X, Y or Z value is missing, the point is not plotted.

2. For long axes titles and various rotation and tilt combinations, the axes titles may over-
lap, or not be entirely plotted.

Special Plotting Characteristics

PLOT

This option plots the three variables that were specified. You need to input the angle (in
degrees) of rotation about the z-axis between zero and ninety degrees, and the angle, be-
tween zero and ninety of elevation, which is the angle between the line drawn from the origin
of the axes and the XY plane.

Z-AXIS
This option allows you to designate the scale for the z-axis. It works the same as the options
for the X and Y-axis.

Methods and Formulae

Mapping from the third dimension to the two dimensions of the plotting device uses the
following method.

Given any point (X,Y,Z) we map to the point (A,B) by letting
A=_(X—Xmin) (COS(Rotation)) + (Y — Ymin)

(Xmax — Xmin) (Ymax — Ymin)
and

(—SIN(Rotation))

B= (X—Xmin)[(COS? (Rotation) — 1)(TAN(Tilt/2))]
(Xmax — Xmin)

+ (Y —Ymin)[(SIN? (Rotation)-1) (TAN(Tilt/2))]
(Ymax —Ymin)

+{Z — Zmin) (COS(Tilt))
(Zmax — Zmin)

where Xmin, Xmax, Ymin, Ymax, Zmin, and Zmax are the minimum and maximum values of
the axes. Rotation and Tilt are the angles specified for the tilt and rotation of the axes.
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Andrew’s Plot
Object of Program

This plot takes multidimensional data and plots it on a two-dimensional plotting device in a
meaningful way. It does this by mapping the vector X= (X, X,, Xs,..., X,) into a function of
the form Fx(t) = X; V2 + X, sin(t) + Xscos(t) + X4 sin(2t) + X5 cos(2t) +... where t is between
+1r. For further information, see Reference 1.

Special Considerations
1. Up to twenty variables may be used for plotting.

2. Each observation causes one line to be plotted.

3. The order of the variables determines the outcome of the plot.

4. Neither axis may be labeled.

5. A rough guess is made by the program as to extremes of the functions being plotted,
and may be modified by pressing the “YAXIS" special function key.

6. The duration of the plot increases with the number of variables being used.

7. Any time a missing value is encountered for any variable used, the entire observation is

deleted. For labeling the lines, the observation number that would have been used to
label the line is incremented and used for the next observation.

8. Each line being plotted is broken up into 100 straight-line increments.

Special Plotting Characteristics

PLOT

This option creates the Andrew’s Plot. You may choose whether or not you wish to have the
first twenty observations labeled. Because this plot constructs one curve for every observa-
tion, it takes quite awhile to complete the plot for large data sets.

X-AXIS
In changing the parameters for the x-axis, the minimum value of x must be between (—PI)
and ( + PI). The maximum value must be between the minimum value and ( + PI).

Labels
The only label that may be changed is the title.

References
1. D. F. Andrews, ‘‘Plots of High-Dimensional Data‘‘, Biometrics, 28, pp. 125-136, March,
1972.



Examples
STATISTICAL GRAPHICS EXAMPLES

************************X*******************************************************
* DATA MANIPULATION X
HKAOROK K AORAOK AR A R ROK AR KK KOKKOK KKK K oK 3K 3K 3K 5K 3K 3K 3K K 3K 3K 3K K KK 3K K KK K KKK 0K KK K KK 3K 3K 3K 3K K KK KKK KK KK K K K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data to be input
Mode number = ?

& From mass storage
Is data stored on program’s scratch file (DATA)?

YES

EGG FUTURE CONTRACTS

Data file name: DATA

Data type is: Raw data
Number of ohservations: 83
Number of variables: S

Variable names:

i. ALRUMEN
2. FROZ. ALEU
3. FROZ. EGGSH Five variables and names or labels
4. SHELLEGGES
5. EGG.FUTURE
Subfile name beginning observation number of observations
i. SUBFILE i i 30
&. SUBRFILE 2 31 12
3. SUBFILE 3 43 24
4. SUBFILE 4 67 17

SELECT ANY KEY
Press special function key labeled-LIST

Option number = ?

i All data listed
Enter method for listing data:

3

EGG FUTURE CONTRACTS

Data type is. Raw data

Variable # 4§ Variable # 2 Variable # 3 Variable # 4 Variable # 9
(ALRBUMEN ) (FROZ. ALERWU) (FROZ. EGGS) (SHELLEGGS ) (EGE.FUTLIRE)

ORG#
i 1.67000 21.20000 2103.00000 L20000 42 .%8000
a 1.80000 19.60000 2025.00000 .20000 47 90000
3 1.99000 24.80000 2834.00000 .30000 47 .40000
4 1.92000 36.60000 4697 .00000 .50000 45.410000
5 1.92000 49 .80000 6842 . 00000 i.20000 43.00000
& 2.12000 54.40000 7793.00000 2.10000 42.8%000
7 2.34000 53.60000 7920.00000 2.30000 42 15000
Q 2.38000 46 . 60000 6979.00000 2.20000 40.8%000
k4 2.26000 37.30000 $740.00000 i.70000 41 75000
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29

32
33
34
35
36
37
38
39

41
42
43
44
4%
46
47
48
49
50
51
52
53
54
5%
56
S7
58
59
&0
61
62
63
64
6%
b6
67
68
69
70
71
72
73
74
7%

76

l-*l'"‘l-hb"h?-"p-ﬁl-‘l-»l-")-ﬁHMF’-HI*’-BPMMRP’MH!—“""P“H“?&TO&}

.08000
.06000
.02000
.96000
.81000
.83000
.64000
.53000
.55000
.42000
.36000
.25%000
.23000
.19000
.i8000
.45000
.16000
.20000
.28000
.4%000
.55000
. 33000
.20000
.17000

22000

.16000
.05000
.03000
.00000
.06000
.07000
.10000
.0%000
.26000
.94000
.87000
.80000
.80000
.84000
.88000
.84000
.83000
.83000
.81000
.81000
.84000
.84000
.70000
.74000
.84000
.75000
.73000
.67000
. 68000
.8%000
.8%000
.88000
.88000
.84000
.75000
.69000
.68000
.74000
.75000
.76000
.85000
.84000

30.
23.

17.

i0

51

24

ol

jedel

e,

.40000
.90000
17.

20.

30000
30000
40000

.70000
.50000
15,
25.
38.
50.

50000
ioooo
80000
30000

.80000
49 .
4% .
39.
33.
27.
26.
23.

60000
30000
80000
80000
?0000
40000
90000

.60000
33.
42.
.10000
.50000
.50000
.50000
.50000
.50000
.80000
.20000
.00000
.10000
.30000
.20000
.40000
.50000
.60000
.70000
.30000
.70000
.20000
.20000
.20000
.70000
.50000
.20000
.20000
.60000
.30000
.20000
.70000
.40000
.3000¢0
.70000
.80000
.60000

.70000
.30000
.50000
.00000
.10000
.%0000
.i10000
.40000

iooo0
80000

40000

40000
00000

4627

3392
2429 .
1942
1681
2179 .
3425,
5294 .
6464
6434 .
5955 .
5186
4478,
3734,
2930
2599 .
2527 .
3304.
4388,
5907.
6836 .
6769 .
6074.
5148,
4101.
3174.
2329
1921 .
1749
1535 .
2176.
3437
4448
4459 .
4103.
3423,
2744
2142,
1634 .
1249,
1209,
£500.
2687.
4024
4831 .
4739
4543,
3966
3489
2732,
2180
2240
2322,
2243 .
2580.
3836,
5086,
5244 .
4748,
4022,
3149,
2307.
1700
1456.

i282.

1447
1772

L0000
00000
00000
00000
00000
00000
00000
60000
60000
go000
o000
60000
ooooo
00000
60000
goo0o00
00000
goooo
60000
Q0000
ooogo
00000
00000
00000
ooo0o00
00000
00000
00000
00000
00000
00000
0co00
00000
00000
00000
00000
00000
00000
ooo00
000060
00000
00000
00000
00000
00000
60000
00000
00000
00000
00000
oooo00
ooo00
00000
60000

00000
oooco
00000
00000
60000
60000
00000
go0c600
00000
00000
00000
.00000
.00000

S

R

L0000
.80000
.30000
40000
.30000
.30000
.3a0000
.60000
L20000
.50000
.30000
.00000
.70000
.60000
.50000
.30000
.30000
.50000
.90000
.20000
.70000
.80000
:50000
.206000
.90000
.60000
.30000
L20000
.20000
.40000
.10000
.30000
.70000
.90000
.70000
.50000
.30000
.20000
.i0000
.io000
.10000
.d0000
.10000
.50000
.0o0000
.i0000
.90000
.70000
.60000
.50000
.30000
.20000
.30000
.30000

.20000
.30000
.80000
40000
.go0o00
.70000
50000
.30000
.40000
.10000
.10000
.20000
.20000

10000

.0o000

0000

45000
5 15000
70000
50000
40000
2 80000
00000
00000
00000
50000
75000

.60000

.200600

.20000

.55000
.60000
.50000

.0%000

.70000
5.00000

.58000
.2%5000
.30000
10000
L65000
.70000
.50000
.10000
.05000
.9%000
.45000
.65000
.75000
.80000
.80000
.0o000
.50000
.70000
.70000
.70000
.50600

2.40000

.25000
.30000
.00000
.3%5000
.25000
.60000
.80000
.10000
.006000

.85000
.60000
.70000

.95000

.65000

.45000
.50000
.00000
.35000
45000
.70000
.35000
.00000



77 .92%000 25.80000 2578.00000
78 .98000 28.920000 3245.00000
79 .98000 29.410000 3165.00000
80 1.0%000 27.30000 3025.00000
81 1.00000 22.60000 2746 .00000
8z .90000 19.80000 2311.00000
83 .92000 15.60000 1853.00000
Option number = ?

0
SELECT ANY KEY

Enter number of desired function:

E axis variable numbenr?

Enter subfile to be vsed (0 if subfiles ignored)
gnter number of desired function:

gnter option number of the graphics device?
Flotter identifier string (press CONT if ‘HPGL.’')?

Enter select code, bus address (default is 7,%) ?

Is the above information correct?
YES

Enter number of desired function:
i

Are the points to be connected?
YES

Are grid lines to be plotted?

NO

Eeep will sound when plot is done then press CONT.

To interrupt plotting press STOP key.

141

.40000 37.45000
20000 37.7%000
.40000 38.30000
.30000 38.4%000
.30000 36.35000
.20000 35.00000
.10000 33.70000

Exit listing options

Press special function key labeled-ADV STATS
Remove BSDM media
Insert Statistical Graphics 1A media

Time Plot

Select plotter option

Choose external plotter
Press CONTINUE
Press CONTINUE

Plot
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EGG FUTURE CONTRRCTS

S8 ¢

AL BU

FROZ.

\/N

TIME

Enter number of desired function:
4

Y plotting minimum?

]

Y plotting maximum?

60

Y tic ?

10

Label every Kth tic mark?

i

Number of decimal places to label the Y axis?
0

Enter number of desired function:

5

Enter the Time axis title (33 characters or less)
TIME BY INCREMENTS OF {4

Enter the Y axis title (33 characters or less)
FROZEN ALRUMEN

Enter the Graph Title (33 characters or less)
FUTURE EGG CONTRACTS

Enter number of desired function:

i

Are the points to be connected?

YES

Are grid lines to be plotted?

NO

65
81F

Change y-axis

Change labels

Plot



Beep will sound when plot is done then press CONT.
To interrupt plotting press STOP key.

Enter number of desired function:

;Uaxis variable number?

E"nter subfile to be used (0 if subfiles ignored)
gnter number of desired function:

?ut double quotes around the blank.

Enter number of desired function:

i

Are the points to be connected?

YES

Beep will sound when ploet is done then press CONT.
To interrupt plotting press STOP key.

Overlay plot

Change plotting character

Plot

FUTURE EGG CONTRRCTS

60

50

FROZEN ALBUMEN

40 r A
38+ ‘
20}

1
— N m (0]
— m <

6S

TIME BY INCREMENTS OF 1

Enter number of desired function:
i1

Enter file name to store plot characteristics ?
CHARS : INTERNAL.

Store plotting characteristics

81
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Is data medium placed in device INTERNAL

?

YES

Is PROGRAM MEDIUM replaced in device

?

?

YES

Enter number of desired function:

i3 Return to main graphics menu.

Enter number of desired function:
2 Select histogram example

HISTOGRAM

Variable number for creating histogram?
ol
[~

Variable 2 will be vused

Enter subfile to be used (0 if subfiles ignored)
0

Number of valid cases = 83

The mean is calculated to be= 31.93132%3042

The variance is calculated to be= 140 29200675%9

ORSERVED
CELL MINIMUM MAXIMUM FREQUENCY
i ?.500 16.214 4
2 i6.214 22.929 18
3 22.929 29 .643 22
4 29.643 36.357 i0
S 36.357 43.0714 i1
) 43.074 49 .786 k4
7 49 .786 56.500 9

Enter number of desired function:
8 Select plotter

Enter option number of the graphics device?
el
[

Plotter identifier string (press CONT if ‘HPGL’)?
Enter select code, bus address (default is 7,5)

Is the above information correct?

YES

Enter number of desired function:

i Plot
Are horizontal grid lines to be plotted?

NO

REEP will sound when plot done then Press CONT.
To interupt plotting, press STOP key.

Enter number of desired function:
10 Overlay normal curve



ORSERVED EXPECTED CONTRIRUTION TO
CELL MINIMUM MAXIMUM FREQUENCY FREQUENCY CHI-SQUARE
i ~Infinity 16.214 4 7.65%8 1.748
2 16.214 22.929 18 10.904 4. 623
3 22.929 29.643 22 16.583 1.770
4 29.643 36 .357 10 18.448 3.869
5 36.357 43 . 074 i1 i5.04% i.072
() 43 0714 49 .786 9 8.932 RES
7 49 .786 Infinity ? 5.466 2.284
Press CONT to plot the normal curve overlay
BEEP will sound when plot done then PRESS CONT.
EGG FUTURE CONTRACTS
30 r
-
>_
2
o 24
3
G
o o
14
L
18 +
L
>
H e
l__
@
.|
L 12
14
- L
Z
S
v &1
Led
o L
N
a 1 1 1 1 1 J
(9] (6] (o] © © ©
— V] ™ < n
FROZ. ALBU

Enter number
i3

of desired function:

Enter number of desired function:

3

Variable number?

2

Enter subfile to be used (0 if subfiles ignored)

0

SORTING THE DATA

Enter number of desired function:

3

Return to main graphics menu

Select normal probability plot

Change y-axis

145
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Y plotting minimum?

5 Specify y lower limit
Y plotting maximum?

60 Specify y upper limit
Y tic ?

S

Label every Kth tic mark?

i Label every tic mark
Number of decimal places for labeling the Y axis?

0

Enter number of desired function:

4 Change labels and titles
Enter the Y axis title (33 characters or less)

FROZEN ALRUMEN

Enter the Graph Title (33 characters or less)

EGG FUTURE CONTRACTS

Enter number of desired function:

7 Select plotter
Enter option number of the graphics device?

2

Plotter identifier string (press CONT if ‘HPGL’)?
Enter select code, bus address (default is 7,9%)

Is the above information correct?

YES

Enter number of desired function:

5 Change plotting symbol
Put double quotes around the blank?

X

Enter number of desired function:

i Plot
Are grid lines to be plotted?

NO

Beep will sound when the plot done then press CONT

To interrupt plotting, press STOP key.
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EGG FUTURE CONTRRCTS

*
55 *
*** " )
- o
***
e
_  45¢ <
w
L)
s L
5 -
m *
| 35 + #
T -
pzd B *
L
N
®) 25
14
Lo et
- **M
*
***
13 F * ®
L *
*
5 )| i 1 1 i i ] 1 1 I 1 1 1 1 1 i 1 1 J
N N -~ NN 88 8 @ OO0 8 8 N o o0owWm oo
~— 0 M T N O N O 1] m o o - .
[0)] o o
[+2] o o
PERCENT UNDER
NORMAL PROBABILIY PLOT
Enter number of desired function:
i2 Return to main graphics menu
Enter number of desired function:
5 Select scattergram
X axis variable number?
i
Y axis variable number?
5
Enter subfile to be used (0 if subfiles ignored)
0
Enter number of desired function:
8 Select plotter option

Enter option number of the graphics device?
e
[

Plotter identifier string (press CONT if ‘HPGL‘)?
Enter select code, bus address (default is 7,%)7?

Is the above information correct?

YES

Enter number of desired function:

i Plot
Are the points to be connected?

NO
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Are grid lines to be plotted ?

NO

Eeep will sound when plot done then press CONT.
To interrupt plotting press ‘STOP’ key.

EGG FUTURE CONTRACTS

48
+
+
L +
+
+ + +
45 + *
+
+w * . + +*
- +
+
+ + 4+ +
LuJ L7 + +
¥ 4.+ + . 4
3 + +
5 + ++ * + ¢t
L B + 4+ +
. + + + + +
(@] + ¥ Tt + * +
o 36t 7 g & . +
L R .
+ +
- +
+
31+
r +
+
27 i 1 1 4 1 1 1 ] 1 1
w N < NS - n
ALBUMEN
Enter number of desired functioen:
4 Change y-axis for another scattergram
Y plotting minimum?
30
Y plotting maximum?
50
Y tic?
“
l.abel every Kth tic mark?
i
Number of decimal places for labeling the Y axis?
0
Enter number of desired function:
3 Change x-axis

X plotting minimum?

lotting maximum?

X p
2.4
X tic?

2



Label every Kth tic mark?

i

Number of decimal places for labeling the X axis?

2

Enter number of desired function: .

&b Change plotting symbol
Put double quotes around the blank?

i

Enter number of desired function:

G Change labels
Enter the X axis title (33 characters or less)

AL BUMEN

Enter the Y axis title (33 characters or less)

EGG FUTURE

Enter the Graph Title (33 characters or less)

FIRST EGG FUTURE CONTRACTS

Enter number of desired function:

1 Plot
Are the points to be connected?

NO

Are grid lines to be plotted ?

NO

Beep will sound when plot done then press CONT.
To interrupt plotting press ‘STOP’ key.

FIRST EGG FUTURE CONTRRCTS

58 r
1
1
1
1
1
45 L l1 1
1
1
11 1 1 11
L | 1 1
95 1 11
= vy ' ! 1
= 4o ' :
= t 1
Lo 1y
0| r bt !
(@] [ T | {
L 1 1} t 1 1
1! 11 1 ! 1
1
lﬂ o1 1
35 F EIRE! !1
1
) 1
!
i
38 1 1 i 1 1 | | 1 J
(W) Q Q Q S S Q Y} \Y] \Y)
w © \N] ] < (0] ® Y] a <
— -— - — - oS 4} [qV]

ALBUMEN
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Enter number of desired function:
13

Enter number of desired function:

Enter number of desired function:

3

X axis variable number?

i

Y axis variable number?

3

7 axis variable number?

o

o)

Fnter subfile to be used (0 if subfiles ignored)
3

Fnter number of desired function:

9

Enter option number of the graphics device
]

o

Plotter identifier string (press CONT if 'HPGL’ ?
Enter select code, bus address (defaults are 7,%)7?

I§PTHE ARBOVE INFORMATION CORRECT?

Ek?er number of desired function:

énter angle of rotation in degrees [0<Angle(=90]
égfer angle of elevation in degrees [0<{(=Angle(=90]
ggep will sound when plot done then PRESS CONT.

To interrupt plotting press ‘STOP’ key.

Return to main graphics menu

Select another ADV STAT pac
Remove Statistical Graphics 1A

Insert Statistical Graphics 1B

Select 3-D plot

Plot only for data in subfile 3.

Select plotter

Plot
Rotate plot for easier viewing

Raise angle of elevation



SUBFILE 3 EGG FUTURE CONTRACTS

38 +

S
+
—
+
———t

35 +

32 +

+
—t
-+

EGG.FUTURE

Enter number of desired function:
14 Return to main graphics menu

Enter number of desired function:

4 Select Andrews Plot
Number of variables to be vsed?

5

Enter variable number 1

?
i

Enter variable number
?

2

Enter variable number 3
?
3

Enter variable number 4

?

4

Enter variable number %

?

g

Is the above information correct?

YES

Enter subfile to be used (0 if subfiles ignored)

2 Plot only data in subfile 2
Enter number of desired function:

7 Select plotter

Enter option number of the graphics device?

o

e

Plotter identifier string (press CONT if ‘HPGL‘)?
Enter select code, bus address (defauvlt is 7,%)?

Is the above information correct?
YES

151
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Enter number of desired function:
i

Plot

Are up to the first twenty lines to be labelled?

YES

Eeep will sound when plot done then PRESS CONT.

To interupt the plot press the STOP key

SUBFILE 2 EGG FUTURE CONTRACTS

50006 T T T T + v T T T T T T : T
3080 4
~ h
10892 | -
-1088 | E
-30080 L i
_5 888 L 4 1 1 a1 1 1 I n o 1 1 I 4 N
[aa] (o] - HH —
a o o o [\
\] [Tp} [\ n [\
— | [\ -
i
ANDREWS PLOT
Enter number of desired function:
i2 Return to main graphics menu
Enter number of desired function:
i Select semi-log plot
X axis (LOG AXIS) variable number?
2
Y axis variable number?
4
Enter subfile to be used (0 if subfiles ignored)
0
Enter number of desired function:
3 Change y-axis
Y plotting minimum?
0
Y ploetting maximum?
2.4
Y tig?
.4
Label every Kth tic mark?
i
Number of decimal places for labeling the Y axis?
i
Enter number of desired function:
4 Change labels



Enter the X axis title (33 characters or less)
FROZEN ALEBUMEN

Enter the Y axis title (33 characters or less)
SHELL EGGS

Enter the Graph Title (33 characters or less)
SEMI-LOG PLOT-~--EGG FUTURE DATA

Enter number of desired function:

7 Select plotter

Enter option number of the graphics device?

e

Plotter identifier string (press CONT if ‘HPGL’)?
Enter select code, bus address (default is 7,5)7

Is the above information correct?

YES

Enter number of desired function:

i Plot
Are grid lines to be plotted?

NO

Beep will sound when plot is done then press CONT
To interrupt plotting, press ‘STOP’ key

SEMI-LOG PLOT—--—-EGG FUTURE DATA
2.4
+
2.8+
+
+
1.6 +
6] +
9
U
(] +
Jl-a" + +
1 + + +
Ll + 4+
I
(6] + 4+ 4+ 0+
.8+ + +
+ 4
+ o+
+ + +H o+
.4t +
+ + o+ R+ o+ 4
+ M+t 4+
+ + b P W
2.8 1 1 1 1 T T S 1 1 1 N S S I |
— 4V] m T 1N OoNoOoOnl Q V) 8 &8 000
- N m < N oNO®

FROZEN ARLBUMEN

Enter number of desired function:

12 Return to main graphics menu

1ot
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Enter number of desired function:
Select log-log plot

axis variable number?

axis variable number?

D=2 XTC

Enter subfile to be used (0 if subfiles ignored)?
0

Enter number of desired function:
& Select plotter

Enter option number of the graphics device?

hel

Plotter identifier string {(press CONT if ‘HPGL’')?
Enter select code, bus address (default is 7,%)7?

Is the above information correct?

YES

Enter number of desired function:

i Plot
Are grid lines to be plotted?

NO

Feep will sound when plot done then press CONT.
To interrupt plotting, press ‘8TOP’ key.

EGG FUTURE CONTRARCTS

SF
8
7+
6 +
5 L
4 +
3+
2t * s
wn + +7
8 +
L .ottt
1 é— + ++
1 .8 r + 4+ 4+ o+
. S + +
% A = +
wm .6t + o+
.S r + + o+ 4+
.4 r +
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.2t + EEH+ ++
1 1 L 1 1 N N N I PP BN | 1 i [T N T |
— 4] m T N O NN W) Y 0 0 O00R
— 4§} m T 0N onNnNoOom
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iea ‘-



Enter number of desired function:
i4

Enter number of desired function:
&

Enter number of desired function:
4

Variable number?
o)
[

Enter subfile to be used (0 if subfiles ignored)

1}

SORTING THE DATA

Enter number of desired function:
6

Enter option number of the graphics device?
ped

4

Flotter identifier string {(press CONT if ‘"HPGL‘)?

Enter select code, bus address (default is 7,%)7

Is the above infromation correct?

Enter number of desired function:

i

Are grid lines to be plotted?

NO

Beep will sound when plot done then

press CONT.
To interrupt plotting, press ‘STOP’ key.
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Return to main graphics menu

Return to statistical graphics 1A

Select Weibull Plot

Select plotter

Piot
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[de]
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PROBABILITY

PERCENT FRILURE

WETBULL

EGG FUTURE CONTRRCTS

Enter number
i1

Enter number
6

of
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2
3
4L
5
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40}
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desired function:
Return to main graphics menu

desired function:
Return to Basic Statistics and Data
Manipulation (BSDM)
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General Statistics

General Information

Description
The General Statistics module includes 5 major parts:

1. One Sample Tests allow you to run a series of tests and plots on one-variable prob-
lems. You can test whether the observations are mutually independent, whether the
mean of the data is significantly different from a hypothesized mean, compare your data
with normal, exponential, or uniform distributions, and test the randomness of your
data.

2. Paired-Sample Tests allow you to compare the means of two samples, test if the
paired samples are similar, fit the data with a regression equation, test whether the two
populations have the same median and test the independence of two random variables.

3. Two-Independent-Sample Tests allow you to test whether the means of two samples
are equal, whether the medians of two samples are equal, and whether the two popula-
tions have the same distribution.

4. Multiple-Sample (=3 Samples) Tests allow you to test whether the means of several
populations are equal, and whether there are significant differences between pairs of
means.

5. Statistical Distributions allow you to study a series of continuous and discrete statistic-
al distributions. Both tabled values and right-tailed probabilities are available for the
continuous distributions. The discrete distributions calculate right-tail probabilities, sing-
le term probabilities and an approximate value for a specified right-tailed probability.
This program will also calculate n factorial, the complete gamma function, the complete
beta function and binomial coefficients.

Methods and Formulae, References, etc., for each of these five parts are found in each of the
following sections.

Special Considerations

If you specify one type of test (for example, Paired-Sample Tests), you will not be able to
perform a different type of test (say, Multiple-Sample Tests), without returning to the Start-up
procedure for the new test. You must access the Start-up procedure to define the segment of
the data matrix which is to be tested.
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One Sample Tests
Object of Programs

This section allows you to run a series of tests and plots on one variable (or one subfile of one
variable) from the data matrix defined by the Basic Statistics and Data Manipulation program.
Each test will automatically sort or restore the data to its original form as needed. You can
perform several kinds of tests on your data:

Serial Correlation — tests if the observations are mutually independent.

t-Test — tests if the mean of the data is significantly different from a hypothesized mean
which you specify.

Kolmogorov-Smirnov Goodness-of-fit test or Chi-Square Goodness-of-fit — test if your
data follow a normal, exponential or uniform distribution.

Runs Test — tests the randomness of your data.
Shapiro-Wilk Test — tests for normality.
The above tests will be described in Methods and Formulae.

Typical Program Flow

F Input data via BSDM —l

Select Advanced Statistics opnonJ

1

I Insert program medium ]
I Select “One sample test” ]

l

I Specity variable and subfile I

F Select certain test (7 oplions)J

[ Execute your choice l
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Data Structure

Since we have only one variable, the data is entered as in the following example, which
shows a sample of size 12:

Variable #1

1 | oBs@y | oBsiu+1) | oBsu+2) | oBsu+3) | oBs(+4)
1 2 5 8 7 3

6 6 4 5 9 7

11 3 4

Alternatively, you may input a data set containing several variables, then specify a single
variable for the analysis. Several variables may be analyzed in succession.

Methods and Formulae

Basic Statistics

For the calculation of the sample mean, variance, standard deviation, standard error of the
mean, coefficient of variation, skewness, kurtosis, and confidence intervals on the mean and
variance, please refer to Snedecor and Cochran’s Statistical Methods.

Kolmogorov-Smirnov Goodness-of-Fit Test

® Assumptions

1. The sample is a random sample.

2. If the hypothesized distribution function G(X), in HO below, is continuous the test is
exact. Otherwise, the test is conservative.

® Hypotheses

Let G(X) be a completely specified, hypothesized distribution function. F(X) is the distribution
function for the random variable X.

1. Two-Sided Test
HO: F(X) = G(X) for all X.
H1: F(X) # G(X) for at least one value of X.

2. One-Sided Test

HO: F(X) = G(X) for all X.

H1: F(X) < G(X) for at least one value of X.
3. One-Sided Test

HO: F(X) = G(X) for all X.

H1: F(X) > G(X) for at least one value of X.



160

® Test Statistics

Let S(X) be the empirical distribution function based on the random sample X1, X2, ... , Xn.
. Two-Sided Test

Let the test statistic T be the greatest (denoted by ‘‘sup’ for supremum) vertical dis-
tance between S(X) and G(X).

T =sup|G(X)-S(X)|

2. One-Sided Test
T1 = sup [G(X)-S(X)]

3. One-Sided Test
T2 = sup[S(X)-G(X)]

® Decision Rule

Reject HO at the level of significance « if the appropriate test statistic, T, T1, or T2 exceeds the
1 — a quantile W(1 — «) from the Table of Quantiles of the Kolmogorov Test Statistic.

Chi-square Goodness-of-Fit Test

® Assumptions

1. The sample is a random sample.
2. The measurement scale is at least nominal.

® Hypothesis

Let F(X) be the true but unknown distribution function and let G(X) be a completely specified,
hypothesized distribution function.

HO: F(X) = G{X) for all X.
H1: F(X) # G(X) for at least one X.

® Test Statistic

Suppose the data is divided into ¢ classes, and the number of observations falling in each
class is denoted by Oj, forj = 1, 2, ..., c. Let Pj be the probability of a random observation
being in class j under the assumption that G(X) is the distribution function of X. Then define
Ej as Ej =Pj*n, where n is the sample size. Then, the test statistics is:

T = 3 (Oj — Ej)¥Ej forj=1,2,..,c

® Decision Rule

The exact distribution of T is difficult to use, so the large sample approximation is used. The
approximate distribution of T is the Chi-square distribution with (c —1) degrees of freedom.
Therefore, the critical region of approximate size a corresponds to values of T greater than
x°(1 —a), the (1 —a) quantile of a x* random variable with (c —1) degrees of freedom. Reject
HO if T exceeds x*(1 — a); otherwise, accept HO.

t-Test
Let X1, ... , Xn be a random sample from a population with mean p, where M is the sample
mean and S is the sample standard deviation.



® Hypotheses

1. Two-Sided
HO: w = a, the hypothesized value for the population mean.
Hl: p # a

2. One-Sided
HO: w=a
Hl: p<a

3. One-Sided
HO: w=a
Hl: pn>a

® Test Statistic
t = Vn(M-a)/S

® Decision Rule

The statistic t has a t-distribution with (n — 1) degrees of freedom. T(1 —a, n—1) is the (1 —a)
quantile of the t-distribution with (n —1) degrees of freedom.

1. Two-Sided:ift < T(1 — /2, n— 1), accept HO, otherwise, reject HO.
2. One-Sided: ift = T(a/2, n— 1), accept HO, otherwise, reject HO.
3. One-Sided: if t < T(1 — /2, n-1) accept HO, otherwise, reject HO.

In this program the corresponding one- or two-tailed probability ot the computed t-value will
be printed.

Runs Test
Any sequence of like observations bounded by cbservations of a different type is called a run.
The number of observations in the run is called the length of the run.

Suppose a coin is tossed twenty times and the resulting heads (H) or tails (T) are recorded in

the order in which they occur:
THHHHHH THTH TTHHH TH T H

Each segment is called a run. The total number of runs in the example is 12.

The total number of runs may be used as a measure of the randomness of the sequence; too
many runs may indicate that each observation tends to follow and be followed by an observa-
tion of the other type, while too few runs might indicate a tendency for like observations to
follow like observations. In either case the sequence would indicate that the process generat-
ing the sequence was not random.

® Hypothesis

HO: The process which generates the sequence is a random process.

H1: The random variables in the sequence are either dependent on other random variables
in the sequence or are distributed differently from one another.
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® Test Statistic

In this program we use the median as an indicator of two types of observations, i.e., a value
below the median is one kind, a value above the median is another kind. Count the runs
below and above the median, say D. Then

W =N+ 1+2, ([(N12)/(2N-1)]1.5)

where Z; is the pth quantile of a standard normal random variable.

® Decision Rule
Reject HO at the level a if D > W(1 —a/2) or D < W(a/2), otherwise accept HO.

Serial Correlation
This routine checks for randomness in the sample.

® Formula

Serial correlation with lag k:
N-k / N
[21 (Xl—)A() (Xi+k_)_() ]/[EXiZ—N.)‘(Z]

If the correlation is small, this means the observations are mutually independent.

Shapiro-Wilk Test
This routine performs a test for normality for a sample of size 3 to 50, inclusive.

Note
A tie means two or more observations have the same value. Ties
must be given a special treatment when we try to give every single
observation a rank.

If the sample size is less than 3 or greater than 50, a message will be printed stating that this
program will not work and to try a chi-square goodness of fit test for N>50. Then you will
have a chance to choose the test you want again.

® Hypothesis

The data comes from a normal distribution.

® Test Statistic

A test statistic W is printed followed by the tabled values of Wa (% POINTS) for alpha=.01,
.02, .05, .1, and .5.

® Decision Rule

The observed test statistic W indicates that the sample did not come from a normal distribu-
tion at the corresponding alpha level of significance if the value of W is less than the corres-
ponding percentage point. Hence, small values of W are significant.
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Paired-Sample Tests

Description
This program allows you to perform the following paired-sample tests:

Paired t-test — compare the means of two samples.
Cross Correlation — test if the paired samples are similar.
Family Regression — fit the data with one of several regression equations.

Sign Test or Wilcoxon Signed Rank Test — test whether two populations have the same
median.

Spearman’s Rho or Kendall’s Tau — test the independence of two random variables.

Typical Program Flow

r Input data via BSOM I

1

[Select Advanced Statistics option I

r Insert program medium I

r Select “paired sampie test” J

l Specify variables and subfiles J

l Select a certain test (9 options) I

1

I Execute your choice l

Data Structure
For paired-sample tests, two variables or the same subfile of two variables must be used.

The data are entered as in the following example:

Obs. # | Variable #1 | Variable #2

1 54 46
2 44 42
3 46 44
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Methods and Formulae

Paired t-Test

This is a one-sample t-test performed on the differences between paired samples. See the
Methods and Formulae section in the One-Sample Tests chapter for further details.

Cross Correlaton

Provides a correlation between paired samples with a lag between them. Large values show
the paired samples are quite similar, i.e., no significant difference. The cross correlation with
lag k between the two samples X1,X2,.... XN and Y1,Y2,...YN is:

N
[2 X) (Y~ Y) ]/[ (X; —X)? 21, (Y, —Y)? ] 15

Family Regression
Provides four different regression models. All of the models are solved (except quadratic) by
“linearizing’’ the model to the form:

f(Y) = “b” + “a’g(X)

and solving by ordinary linear least squares. The AOV table which is printed out for each
model is in units of the transformed Y’s. R? the squared multiple correlation coefficient is
expressed in units of the transformed Y’s. The following models are provided:

Linear: Y =aX + b
Quadratic: ¥ = aX? + bX + ¢
Exponential: Y = a exp(bX)
Power: Y = aX1b

Sign Test

® Object

The sign test is designed for testing whether two populations have the same medians.

® Data
The data consist of observations on a bivariate random sample (X1, Y1), .... , (Xn, Yn).
Within each pair, (Xi, Yi), a comparison is made and the pairisa “+ " if Xi > Yi, and a *-” if

Xi <Yi. If Xi = Yi, the pairs are excluded from the analysis.

® Hypotheses

1. HO: P(Xi <Yi) = P(Xi > Yi) for all i
H1: Either P(Xi > Yi) < P (Xi < Yi) for all i or
P(Xi > Yi) > P(Xi < Yi) for all i

2. HO: P(Xi > Yi) = P(Xi < Yi) forall i
H1: P(Xi > Yi) > P(Xi < Yi) for all i

3. HO = P(Xi >Yi) = P(Xi <Yi) forall i
Hl = P(Xi > Yi) < P(Xi < Yi) for all i
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® Test Statistic

T = total number of pluses (+).

® Decision Rule

In this program a standardized T value Zt is printed so you can compare it to the cumulative
distribution for a standardized normal random variable, Z.

1. RejectHOif1 — P[-Zt<Z<Zt]<a
AcceptHOif1 — P[-Zt<Z <Zt] > «

2. RejectHOif1 —P[Z=<Zt]<1-a
Accept HOif1 — P[Z<Zt]>1-«a

3. RejectHOif1 — P[Z<Zt] >«
AcceptHOif1 — P[Z=Zt]<a

Wilcoxon Signed Ranks Test

® Object

This test is designed to test whether a particular sample came from a population with a speci-
fied median. It may also be used for paired samples to see if two samples have the same
median.

® Data
The data consist of N observations (X1,Y1), (X2,Y2), ..., (XN,YN). The absolute differences
IDi| = | Xi — Yi|, fori = 1, ..., N are computed for each pair. Ranks from 1 to N are assigned

to these N pairs according to the relative size of the absolute differences. Pairs for which Xi =
Yi are excluded from the analysis.

® Hypotheses
1. HO: E(X) = E(Y)
H1: E(X) > E(Y)
2. HO: E(X) = E(Y)
H1: E(X) < E(Y)
3. HO: E(X) = E(Y)
H1: E(X) # E(Y)

® Test Statistic

Define Ri = 0if Yi > Xi (Di is negative)

Ri = the rank assigned to (Xi, Yi) if Xi > Yi
Then the test statistic T = 2Ri, fori = 1, ..., N.

® Decision Rule

Look up the Quantiles, W(*) of the Wilcoxon signed ranks test statistic in the table included in
this manual.

1. Reject HOif T > W(1 —a)
Accept HOif T <= W(1 —a)



2. Reject HOIf T < W («)
Accept HOIf T = W («)

3. Reject HOIf T > W(1-a/2) or T < W (a/2)
Accept HO if W(a/2) < T < W(1 —a/2)

Higher Power Signed Rank

Ranks the N differences, Xi—Yi, from smallest to greatest. T, the test statistic, is given by the
sum of the ranks of the positive differences raised to the specified power (2,3.4, or 5). Note
that if the power specified were 1, this test is the Wilcoxon Signed Rank test, and if the power
were 0, this test is the Sign test.

Using higher powers of the ranks can lead to a more powerful test when it is desired to weight
larger values more heavily. This would be true in highly skewed distributions.

Spearman’s Rho

® Object

This routine will test the independence of two random variables.

® Data

The data consist of a bivariate random sample of size N, (X1, Y1), ..., (XN, YN). Let R(Xi) be
the rank of Xi as compared with the other X values, fori = 1,2, ... N. That is R(Xi) = 1 if Xi
is the smallest of X1, X2, ..., XN; R(Xi) = 2 if Xi is the second smallest, etc. Similarly, let R(Yi)
equal 1,2, ..., N depending on the relative magnitude of Yi.

® Measure of Correlation

d=3(R(X)-R(Y))?fori=1,2,...N
R=1-[6d/N(N}2-1)]

® Hypothesis Testing

The Spearman rank correlation coefficient is used as a test statistic to test for independence
between two random variables.

1. Two-Tailed Test
HO: The Xi and Yi are mutually independent.
H1: Either

a) there is a tendency for the larger values of X to be paired with the larger values of
Y, or

b) there is a tendency for the smaller values of X to be paired with the larger values of
Y.

2. One-Tailed Test For Positive Correlation
HO: The Xi and Yi are mutually independent.
H1: There is a tendency for the ranks of X and Y to be paired together.

3. One-Tailed Test For Negative Correlation
HO: The Xi and Yi are mutually independent.
H1: There is a tendency for the smaller values of X to be paired with the larger values
of Y, and vise versa.
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® Decision Rule

From the table of quantiles of the Spearman test statistic in this manual, we can find the
guantile value.

1. Two-tailed test: Reject HO if R exceeds the (1 —a/2) quantile or if R is less than the «/2
quantile.

2. One-tailed test for positive correlation: Reject HO if R exceeds the 1 — « quantile.
3. One-tailed test for negative correlation: Reject HO if R less than « quantile.

Kendall’s Tau

® Object

This routine allows you to test the independence of two random variables.

® Data

The data consist of a bivariate random sample of size N, (Xi,Yi) fori=1,2,.....N. Two observa-
tions. for example (1.3, 2.2) and (1.6,2.7), are called concordant if both members of one
observation are larger than the respective members of the other observation. Pc denotes the
number of concordant pairs of observations. A pair of observations like (1.3,2.2) and (1.6,
1.1) are called discordant if the two numbers in one observation differ in opposite directions
(one negative and one positive) from the respective members in the other observation. Let Pd
denote the number of discordant pairs of observations. If Xi = Xj or Yi = Yj. (i # j). the pair
is disregarded.

® Measure of Correlation
T = (Pc-Pd)/[N(N-1)/2]

® Hypotheses

Same as in Spearmans’s Rho.

® Decision Rule

From the table of quantiles of the Kendall rank correlation coefficient in this manual, we can
find the quantile value, Q.

1. Two-tailed test: Reject HO if Q exceeds the (1 —«/2) quantile or if Q is less than the «/2
quantile.

2. One-tailed test for positive correlation: Reject HO if Q exceeds the 1 — « quantile.

3. One-tailed test for negative correlation: Reject HO if Q is less than the a quantile.



Two Independent Sample Tests
Object of Program

The following routines are provided:
Two-sample t-test — tests whether the means of two samples are equal.
Median test — tests whether the medians of two samples are equal.

Mann-Whitney, Taha’s Squared R, Cramer-von Mises, and Kolmogorov-Smirnov tests —
all test whether the two populations have the same distribution.

Typical Program Flow

| Input data via BSDM ]

l

I Select Advanced Statistics option ]

l

I Insert program medium I

l

l Choose “two independent tests” I

l

[ Specify variables and subfiles I

1

Choose the test you desire
(7 options)

|

l Execute the test you choose

Data Structure

For all of the two-independent-sample tests, data must be entered into one variable in the data
base created by Basic Statistics and Data Manipulation. Then, the Subfile routine of BSDM
must be used to create two subfiles. Each subfile corresponds to one sample. For example,
suppose you have one sample of size six and another sample of size eight. Suppose the data is:

Sample 1: 2, 3,4, 2,3, 6
54,226

2
Sample 2: 4,5, 4, 2, .3, 7.

The data should be entered vis BSDM as one variable with 14 observations. Then, the Subfile
routine would be used to specify two subfiles, the first with six observations, and the second
with eight observations.

169



170

Methods and Formulae
Two-Sample t Test

® Object

The two-sample t-test is used to test whether the means of two samples drawn from normal
populations having the same variance are equal.

® Data

Let X1. ..., Xn be a random sample from the first population and Y1, ... , Ym be a random
sample from the second. Let M(X) and M(Y) be the respective sample means and let S(X) and
S(Y) be the sample variances.

® Hypotheses
Let w(X) and w(Y) be the two population means.

1. Two-Sided Test
HO: w(X) = (YY)
H1: w(X) # wn(Y)

2. One-Sided Test
HO: p(X) = w(Y)
H1: w(X) < p(Y)

3. One-Sided Test
HO: p(X) = u(Y)
HI: w(X) > n(Y)

® Test Statistic

S IMOO - MO/ [ L) (5% 1 2 nM(X) 1 2+ 5Y, 12~ mM(Y) 1 2) / [n+m—2]
n m

® Decision Rule
1. Two-Sided Test
Reject HOif P[-t < T <t] > 1-«

2. One-Sided Tests
Reject HOif P[T<t] > 1 -«

3. One-Sided Tests
Reject HO if P[T<t]<a

Median Test

® Object

The median test is designed to determine whether two samples came from populations having
the same median.
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® Data

From each of two populations a random sample of size Ni is obtained. Let N = N1 + N2. We
obtain the sample median of the combined samples which is called the grand median. Let O1i
be the number of observations in the ith sample that exceed the grand median, and let O2i be
the number of observations in the ith sample that are less than or equal to the grand median.
Arrange the frequency counts into a 2-by-2 contingency table as follows:

Sample 1 2 Totals

> median 011 012

=< median 021 022

Ni N N

® Hypothesis

HO: The two populations have the same median.
H1: The medians of the two populations are different.

® Test Statistic

In the first sample count the number of X’s greater than the grand median, say O, and the
number of X’s smaller than the grand median, say Oy, then, let T=0;; — O,;. The data
value which is the same as the grand median is omitted.

From the contingency table, a x? value can be calculated by using:
x> = %((01i — O2i)¥Ni) fori=1,2.

® Decision Rule

A standardized z-value is printed, so we can look in the cumulative normal frequency distribu-
tion table to find the probability corresponding to the standardized z value, Zt, for Z="Vx%.

Accept HOif 1 — P[-Zt<Z <Zt] > «a
Reject HOif 1 — P[-Zt<Z <Zt] <«

If you wish to use the x? value calculated from the contingency table, then look in the chi-
square contingency table and find the W(1 — ) value with one degree of freedom where « is
the significance level.

Accept HO if calculated x2<W(1 —a)
Reject HO if calculated x*>W(1 —a)

If N1+N2<30, Fisher’s exact probability, P, is given. If a/2<P<1—«/2, accept HO; other-
wise, reject HO.

Mann-Whitney Test

® Object

The Mann-Whitney test is designed to test if two populations are identical.
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® Data

The data consist of two random samples. Let X1, X2, ..., XN denote the random sample of
size N from population one, and let Y1, Y2, ..., YM denote the random sample of size M from
population two. Assign the ranks 1 through N + M to the combined samples. Let R(Xi) and
R(Yj) denote the ranks assigned to X and Y respectively, for all i and j.

® Hypotheses

Let F(X) and G(X) be the distribution functions corresponding to populations one and two
respectively (or of X and Y respectively).

1. Two-Sided Test
HO: F(X) = G(X) for all X
H1: F(X) # G(X) for at least one X

2. One-Sided Test
HO: PX<Y)=< .b
Hl: PX<Y)> .5

3. One-Sided Test
HO: PIX<Y)= .5
Hl: PX<Y)<.b

® Test Statistic
LetT = 3 RXi)fori=1,...,N.

In our output T is standardized to z by using:
z=(T—p)o

where
p=NN+M+1)2

and

0?=MN(M+N+1)/12

® Decision Rule

Look in the normal probability function table to find the probability corresponding to the
standardized z, Zt.

1. Two-Sided Test
Accept HOifP[-Z2t<Z <Zt]<1-a
Reject HOif P[-ZtsZ <Zt] > 1 -«

2. One-Sided Test
Accept HO if P[Z < Zt] > «
Reject HOif P[Z < Zt] < «

3. One-Sided Test
Accept HOIfP[Z < Zt] <1—-a
Reject HOIfP[Z<Zt] > 1 -«
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Taha’s Squared R

This test is similar to the Mann-Whitney test, because it ranks the pooled sample of X’s and
Y’s and defines T by T=3R(X;) 1 2. Again, the null hypothesis is that the two populations
have the same distribution. Z is normalized by z= (T — w)/o where

=NN+M+ 1)2(N + M) + 1)/6

and o is very complicated, but can be found in Mielke. (See References)
Cramer-Von Mises Test

® Object
The Cramer-Von Mises test is designed to test if two populations are identical.
Data
The data consist of two independent random samples, X1, ..., XN and Y1, ..., YM, with
unknown distributions functions F(*) and G(x) respectively.
® Hypothesis
HO: F(X) = G(X) for all X
H1: F(X) # G(X) for at least one X
® Test Statistic
Let F1(Xi) and G1(Yj) be the empirical cumulative distribution functions. Then
T = 2[F1(Xi) — G1(Yj)]

where the sum is over consecutive i and j, that is, over the ‘‘pooled” cumulative distribution
function.

® Decision Rule

In the program output, T and the .10, .05, and .01 significance levels are printed. Choose
your desired significance level and:

Reject HO if T > corresponding critical point
Accept HO is T < corresponding critical point

Kolmogorov-Smirnov Test

® Object

This test is designed to test whether two populations have the same distribution.

® Data

The data consist of two independent random samples X1, ..., XN and Y1, ..., YM. Let F(%)
and G(x) represent their respective, unknown, distribution functions.
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® Hypotheses

1. Two-Sided Test

HO: F(X) = G(X) for all X

H1: E(X) # G(X) for at least one value of X
2. One-Sided Test

HO: F(X) = G{X) for all X

H1: F(X) > G(X) for at least one value of X
3. One-Sided Test

HO: F(X) = G(X) for all X

H1: F(X) < G(X) for at least one value of X

® Test Statistic

Let S1(X) be the empirical distribution function based on the random sample X1, ..., XN, and

let S2(Y) be the empirical distribution function based on the other random sample Y1, ...,
YM.

Define the test statistic, T, as the greatest vertical distance between the two empirical distribu-

tion functions:

T = sup |S1(X) — S2(Y)]

® Decision Rule

The output consists of T and the .10, .05, and .01 significance levels. Choose your desired
significance level. Reject HO if T > corresponding critical point Accept HO otherwise
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Multiple-Sample (= 3 Samples) Tests

Description
The following routines are available:

One-Way Analysis of Variance — tests whether the means of several populations are equal.

Multiple Comparisons — test whether there are significant differences between pairs of
means via Least Significant Differences, Duncan’s test, Student-Newman-Keul's test, Tukey’s
HSD, or Scheffé’s test.

Kruskal-Wallis Test — tests if several populations have identical medians.

Typical Program Flow

| Input data via BSDM |

LSelect Advanced Statistics oplion—l

l

L Insert program medium

l

[ Select “multiple sample tests” ]

1

I Specify variables and subfiles I

l

| Choose the desired test (4 options) |

1

| Execute the chosen test l

Data Structure

For = 3 Sample tests, three or more different subfiles of the same variable must be used. The
data are entered as in the following example. Suppose you have three samples:

Sample 1: 2,5,8, 7, 6,4
Sample 2: 3,2, 9, 11
Sample 3: 7,3,5,8, 6
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You would enter the data via Basic Statistics and Data Manipulation as one variable with 15
observations like this:

Variable #1
1 | oBsa | oBsa+1) | oBsa+2) | oBsa+3) | oBs(a+4)
1 2 5 8 7 6
6 4 3 2 9 11
i 7 3 5 8 6

Then, the Subfile option would be used to specify three subfiles, the first with six observa-
tions, the second with four observations, and the third with five observations.

Methods and Formulae

1.

One-way Analysis of Variance is used to test the hypothesis that the means of several
populations are equal. The assumption is that all the populations are normal and have
equal variances, although the sample sizes may be unequal.

Suppose k is the number of populations and n; is the number of observations in the
sample from the ith population. The total variation of the data is

SST= 2 (gnlr ((Xij‘):()2))

where X is the overall mean. The variation due to error, or variation within samples is

SSE= i} (JE{ ((XU—K)Z ))

where X is the mean of the ith sample. The variation between samples is
k
SSB= 21 (n; (X, —X)?)
The error mean square is defined as
k
MSE =SSE/(N—k), where N= 2 (n;)

i=1

and the between samples mean square is defined as MSB =SSB/(k —1).



The F-ratio, MSB/MSE, has the F distribution with k—1 and N —k degrees of freedom.
The null hypothesis that the population means are equal may be rejected if the F ratio is
greater than or equal to Fx, k—1, N—k, where « is the significance level of the experi-
ment. This may be summarized in a table:

Source of Degrees of | Sum of Mean
Variation Freedom | Squares Square F
Between samples K-1 SSB MSB = E?—? %g—g
SSE
E N-k SSE MSE=——
rror N_k
Total N-1 SST

Multiple Comparisons

Multiple comparisons provide you with several tests to determine whether the the various
samples have significantly different means. The procedures are used upon completion of an
analysis of variance. The notation used in these tests is defined below.

EMS = error mean square used in testing for significance in the analysis of variance

ng = harmonic average of observations per mean

S(M) = VEMS/n,

k = number of groups

a = degrees of freedom for EMS = n-k

Mi = mean of the ith sample,i = 1, ..., k

Oi = ith ordered (from largest to smallest) group mean, i = 1, ..., k
msd = minimum significant difference

Group means are sorted and then all possible comparisons are made. Only one table value is
necessary for Least Significant Differences, Tukey's HSD, or Scheffe’s test. On the other
hand, k — 1 table values are needed for Student-Newman-Keul’s test and Duncan’s multiple
range test.

The minimum significant difference is the smallest difference there can be between two means
for them to be considered significantly different from one another. In all of the procedures,
comparisons are made starting with the largest difference between means and progressing to
the smallest difference. The process should be terminated when there is no significant differ-
ence found at a given step.

In all cases the hypothesis is:

HO: wi = pj, where piis the mean of the ith population, i # j
H1: wi # pj
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Least Significant Differences (Multiple Comparisons)

® Test Statistic
msd = t(a,b)S(M)V2, where t(a,b) is the upper b point of the t-distibution with a de-
grees of freedom
® Decision Rule
Accept HO if Mi — Mj < msd
Reject HO otherwise
Duncan’s Multiple Range Test (Multiple Comparisons)

® Test Statistic

First, the sample means are ordered from largest to smallest: O1, O2, ..., Ok. Define p =

difference in ranks of the means being compared plus one. For example, if you are comparing
02 and O5,thenp = (5 — 2) + 1 = 4. Then:

msd = R(a,p,b)S(M), where R(a,p,b) is the upper b point from the new multiple range
table with a degrees of freedom and distance p.

® Decision Rule

Accept HO if Oi — Oj < msd, wherei <

Reject HO otherwise

Scheffe’s Test (Multiple Comparisons)
After you have collected the data and tested those contrasts that catch your eye during the
analysis, you should use Scheffe’s Test.

® Test Statistic

msd = V(k — 1)F(b,k—1,a) S(M), where F(b,k—1,a) is the upper b point of the F
distributrion with k —1 and a degrees of freedom.

® Decision Rule

Accept HO if Mi — Mj < msd
Reject HO otherwise

Tukey’s HSD (Multiple Comparisons)

® Test Statistic
msd = R(k,a,b)S(M), where R(k,a,b) is the upper b point of the Studentized range table
with a degrees of freedom and total sample number k.

® Decision Rule

Accept HO if Mi — Mj < msd
Reject HO otherwise
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Student-Newman-Keuls Test (Multiple Comparisons)
First, the means of the sample are ordered from largest to smallest, O1, O2, ..., Ok. Then p is
defined the same as in Duncan’s Test.

® Test Statistic
msd = R(p,a,b)S(M), where R(p,a,b) is the upper b point from the Studentized range

table with a degrees of freedom and distance p.

® Decision Rule

Accept HO if msd > Oi — Oj, i < j
Reject HO otherwise

Kruskal-Wallis Test
® Object

The Kruskal-Wallis test is designed to test whether k independent samples, k = 2, have the
same mean. The test does not assume normality of the k populations.

® Data

The data consist of k independent samples, each of size Ni,i = 1, ..., k. Let N = N1 + N2 +
.+ Nk. Rank the combined samples. Then, for each sample compute the sum of the ranks

of the observations in the sample. Call these sums Ri, for i = 1, ..., k. If more than one

observation have the same value, assign the average rank to each of the tied observations.

® Hypothesis
HO: All of the k populations have equal means
H1: At least one of the populations has a different mean
® Test Statistic
T=[12/N(N+1)][2(R; 1 2/N;)] =3(N+1), fori=1,....k

® Decision Rule

The output prints out a chi-square statistic along with the probability that a chi-square random
variable is greater than the statistic. If the probability printed is smaller than the significance
level you chose, reject HO. Otherwise, accept HO.
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Statistical Distributions
Object of Program

This program allows you to run a series of continuous and discrete statistical distributions.
Both tabled values and right-tailed probabilities are available for the continuous distribution.
The discrete distributions calculate right-tailed probabilities, single term probabilities and an
approximate value for a specified right-tailed probability.

Additionally, this program will calculate n factorial, the complete gamma function, the com-
plete beta function and binomial coefficients.

Methods and Formulae

Continuous

The continuous distributions included in this program are:
1. Normal (Gaussian)

Two-parameter gamma

Central F

Beta

Student’s T

Weibull

Chi-square

X NN

Laplace (double exponential, bilateral exponential, extreme distribution, or Poisson’s
first law of error)

9. Lodgistic (autocatalytic function, growth curve)

For the central F, beta, T, chi-square and gamma distributions, the algorithms generally con-
verge most rapidly for small or large right tail probabilities. For moderate tails, the time in-
creases as the right tail approaches .5. For the beta distribution, both parameters should be
greater than 10~ 2. If the parameters are smaller than this, the time required for convergence
is excessive.

For the chi-square, it is recommended that the degrees of freedom be less than 500.

For the logistic, Laplace and Weibull it is necessary that the right-tailed probabilities, p, satisfy
1-10%>p>10-%

For the incomplete gamma, it is recommended that the ratio A/B be less than 250.

Some special terms are:

1. Right-tailed probability. Given that X is a random variable and ‘“‘a’’ is an observable
value of X, then the right-tailed probability associated with “‘a’ is PR(X>a).

2. Tabled values. Given that X is a random variable and P is a right-tailed probability,
then the tabled value associated with P is that value ‘‘a”’ such that PR(X>a) = P.

To specify the distributions, the respective density functions that are evaluated will be shown
below. Let f(x) be a density, and I'(*) be the gamma function.
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1. Normal (standard)

f(x)= ——e " — <X <®

1 A -1

x g VB x>0 A>0, B>0

3. Central F with N degrees of freedom in the numerator and D in the denominator

I'((N + D)/2)(N/D)N2 V21

fx) = I'(N/2) I'(D/2) (1+Nx) (N+D)/2
D

N and D are positive integers

4. Beta with parameters A and B

f(x) = %L_B_)(1*X)B*1x“*1 Os=x=<l1 AB>0
['(A)T (B)
5. Student’s t with N degrees of freedom
f(x) = [((N+1)/2) « o 1 —ooIx<® N positive integer
V™ N [(N/2) (1+x¥/NN 12
6. Weibull with parameters A,B
f(x) = BABxB ! exp[ — AxE] x>0 AB>0
7. Chi-square with N degrees of freedom
)= S SR, VR P N is a positive integer
I'(N/2) 2N
X>0

8. Logistic with parameters A,B

f(x) = Bxexp(—(A-i—Bx))) B>0 and — co<x<o
[1+exp(—(A+Bx))]*




9.

Laplace with parameters A and B

fx) = %exp{— x—Al/B} B>0and —w<x<s

Discrete
The discrete distributions included in this program are:

1.

—
©

Other routines of this program are N factorial and Binomial Coefficients.

O 0Ny R WD

Binomial

Negative Binomial

Poisson

Hypergeometric

Gamma Function

Beta Function

Single Term Binomial

Single Term Negative Binomial
Single Term Poisson

Single Term Hypergeometric

Some special terms used are:

1.

All tabled values are normal approximations. It should be noted that if a right-tailed probabil-
ity p is desired, it is an unlikely coincidence that there will exist an element x in the counter
domain such that P(X>x)=p where x is one of the distributions in (2) above. Thus, after
getting the normal approximation to the tabled value, values in the counter domain near the
approximation should be checked to see which value is best for the particular application.

Tabled value. Let X be a binomial, bypergeometric or Poisson random variable. Given
all approriate parameters and p, a desired right-tailed probability, then the tabled value

is defined to be x such that P(X>x) =p.

Single term probability. Given that X is one of the three distributions and x is the
counter domain of X, then the single term probability is defined to be P(X = x).

The distributions are defined as follows:

1.

Hypergeometric

Let N=number of items in a lot
M =sample size
X=number of defective items in the sample
K=number of defective items in the lot

then P (exactly x defectives are in the sample) is

M=<N
K=N
X=K
X=M
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K N-K
P(X=x)=\x M-x ,x=01,...M
N
M

and

min(M K)

P=P(X=x)= & P(X=i)

1=X

2. Binomial

Let N =number of trials
p = probability of success at each trial
X =number of successes

N
P(X=R)= (R) pR(1-pN"R  R=0,1,. N, 0<p<l
d

an
N N\
P = P(X=R)= 2 (i)pi(lfp)N‘

3. Poisson

Let m = rate parameter or mean =lambda >0
X =number of occurrences =0,1,2,...

4. Negative Binomial
For a sequence of Bernoulli trials with probability p of success,

let R = number of failures before the Nth success then

N+R-1
P(X=R)= R pN (1-p)&, R=0,1,2..., 0<p<1

and if A =number of failures before the Nth success then



P(X=A)= EA: (N+.i_1)pN(1—p)i, A=0,12

1

5. N!'and I'(x) and complete beta function. N must be a non-negative integer.

An asymptotic Stirling’s approximation is used to calculate N! and T' (x) and complete
beta function.

Special Considerations

Loading the Program Directly

This program may be entered via Basic Statistics and Data Manipulation, any One Sample
test, or any Multiple Sample test. You may also load the program directly by following these
instructions:

1. Insert the General Statistics program medium.

2. Enter: LOAD “START_DIST”,10,
3. Press: EXECUTE

Before you load the program directly, you must specify the mass storage device which contains
the program medium using the MASS STORAGE IS command.

Continuity Correction

For right-tailed probabilities, the exact probabilities are calculated. Thus, there is no need to
use a continuity correction. There is no restriction that the parameters be integers, so if for
some reason a continuity correction is desired, one may be used.
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Examples

Examples On One Sample Data Sets

One Hundred Failure-Time Data

One hundred observations of the time until failure of an electronic circuit were obtained from
a life testing experiment. The coded data values are shown below. The serial correlations with
lag 1 and lag 2 were quite small indicating apparent ‘‘independence’ of the observations.
Also, a serial plot of the data shows no particular patterns. The runs test further confirms the
randomness of the data.

This type of data is assumed to come from an exponential random variable with mean = 1.
The histogram of the data indicates that this assumption might be valid. If the data really is
exponential with mean = 1, then the sample mean and standard deviation also should be
about 1. From the output we see that x = 1.0856 and s = .9301 which do not differ from 1
by a great deal. This is confirmed by the one-sample t-test.

Both the Chi-square goodness of fit test and the Kolmogorov-Smirnov goodness of fit test
indicate that we cannot reject the hypothesis that the data came from an exponentially distri-
buted population with mean = 1. The x’ test yields a test statistic of 9.248 with 8 degrees of
freedom, which is not significant even at the a = .10 level. The K-S test statistic DN =
.09907, is not significant at « = .20 level. However, both tests (x* and K-S) indicate that the
data is not normally distributed.

Since the sample size for this example was too large to perform a Shapiro Wilk Normality test,
half of the observations were selected to give you an idea of the output.

KK KKK O KOK AKX KKOK IR KKK 3 KKK KK HOK KK K K K KK 3K K KK KKK KK 3 KOK K 3 OKOK 3 KKK KK KK KK KK KKK KK KKK HOK K K KKK
X DATA MANIPULATION *
KKK KKK KKK 3K 3K 3K 3 KK 3K 3K 3K 3K 3K KK KOIOK KKK KK KKK K KK 3K KKK KKK KKK KK KKK KKK KK KKK K XK KKK HOK AR H0K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = 7

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = 7

TIME: INTERNAL

Was data stored by the BSADM system 7
YES

Is data medium placed in device INTERNAL
?

YES
Is program medium placed in correct device ?
YES

Data file name: TIME:INTERNAL
Data type is: Raw data

Number of observations: 100
Number of variables: i



Variable names:
i, Xi&

Subfiles: NONE

SELECT ANY KEY

Press special function key labeled-LIST
Option number = ?
i

Data type is: Raw data

VARIABLE # 1 (X1)

I OBRS(I) ORS(I+1) ORS(I+2) ORS(I+3) ORS(I+4)

i 2.00790 2.45450 2.55760 .5025%0 1.714430

6 1.74430 2.52480 .843%0 2.89%900 .32220
i1 .18180 3.38780 1.714%0 .16020 .10360
16 .83530 1.18870 .01480 .03%10 .241580
21 .84770 1.8577¢0 1.085%00 3.2%370 1.735%70
26 i1.03880 1.72300 1.72300 1.85580 .89840
31 .14220 12790 1.49950 .11040 3.373%0
36 L 60190 1.90800 .52140 .29580 .49730
41 i1.63040 .05740 1.08360 .B876%0 2.25210
46 2.72780 .83400 1.44640 .02070 .23%00
51 3.84480 1.29530 .84290 .85020 .973%90
Sé . 43280 .83970 1.084%90 . 95980 .54170
61 . 89530 2.51070 . 32380 5.06270 3.21960
Y 1.205%0 .39400 L29730 1.27140 .28670
71 2.34500 .48060 1.34410 .78670 2.28790
76 .i2190 .54020 3.14250 .47480 06320
81 .65310 .54450 .010%0 .180%0 .46430
86 . 55340 .99490 . 28950 1.36600 .15090
?4 1.54270 1.53%900 .77450 .14300 L4400
?6 .43340 . 16540 1.76060 .40100 .43230

Option number = ?
0 Exit LIST procedure

SELECT ANY KEY

Select special function key labeled ADV. STAT

Remove BSDM media
Enter number of desired function: Insert General Statistics media

t Choose 1 sample tests

********#***********)k***)k*X**************************************************X**
ONE SAMPLE TESTS

VARIABLE --X1i

*********X******X*****)K#*X**)HOH(*X**********X******X**********#*********X*******

Enter desired function:

i Choose serial correlation

SERIAL CORRELATION SAMPLE SIZE IS 400

CORRELATION LAG = ?
1 Choose lag = 1
SERIAL CORRELATION WITH LAG = 4§ IS .01460% Not very serially correlated
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ENTER ANOTHER LAG?

YES

CORRELATION LAG = ?

P Trylag = 2
SERIAL CORRELATION WITH LAG = 2 IS ~-.0423% Not very correlated

ENTER ANOTHER LAG?
NO

Enter desired function:
P Obtain ranks

RANKED DATA:

DISTINCT DISTINCT DISTINCT
( RANK DATA POINT) ( RANK DATA POINT) «( RANK DATA POINT)
( 1.00 .040%) « 2.00 .0148) ( 3.00 L0207
( 4.00 L03%4) « .00 .0874) ( 6.00 L0632
( 7.00 L1036) ( 8.00 L4010 «( ?.00 L1249
( 10.00 L1279 «( 11.00 .1422) « i2.00 .1430)
( 13.00 AS09) ( 14.00 L1602) ( 15.00 .1654)
( 16.00 .1748) «( 17.00 .180%) ( i8.00 .1848)
( 19.00 .2158) «( 20.00 .2390) ( 21.00 .289%)
( 22.00 .2958) ( 23.00 .2973) « 24 .00 .3222)
( 25.00 L3238) ( 26.00 .3940) <« 27 .00 LA040)
( 28.00 L4323) «( 29.00 L4328) ( 30.00 .4334)
4 31.00 .4490) «( 32.00 .4643) ( 33.00 .4806)
( 34.00 .4973) ( 35.00 .502%) ( 36.00 L5447
( 37.00 .8214) «( 38.00 .B383) «( 39.00 .5402)
( 40.00 .5445) «( 41 .00 .5534) ( 42 .00 .876%)
( 43.00 .6049) «( 44 .00 L69318) ( 4%.00 .774%)
( 46.00 .7867) ( 47 .00 .B129) ( 48 .00 .8340)
( 49 .00 .8397) «( $0.00 .8439) ( 51.00 .8477)
( 52.00 .8%502) ( 53.00 .8953) ( S4.00 .8984)
( 55.00 .9598) «( $56.00 .9739) «( $7.00 .9867)
( $8.00 .9949) «( $9.00 1.0388) ( 60.00 1.0627)
( 61.00 1.0836) ( 62.00 1.0849) ( 63.00 1.0850)
( 64.00 i1.1464) ( 65.00 1.41887) ( 66.00 1.209%)
( 67.00 1.2744) «( 68.00 1.2953) « 69.00 1.3441)
( 70.00 1.3660) ( 74.00 1.4995) ( 72.00 1.5427)
( 73.00 1.5390) ( 74.00 1.6301) ( 7%.%0 $.74143)
( 77.00 1.7149) « 78.50 1.7230) ( 80.00 1.73%7)
( 841.00 1.7606) ( g82.00 1.8558) ( 83.00 1.8%77)
( 84.00 1.9080) ¢« 85.00 2.0079) « 86.00 2.2%921)
( 87.00 2.2879) ¢« 88.00 2.34%0) ( 89.00 2.4545)
( 90.00 2.5107) « 94.00 2.59248) ( 92.00 2.5%76)
( 93.00 2.7278) «( ?4.00 2.8990) ( 25.00 3.442%)
( 96.00 3.2196) ¢ ?7.00 3.2537) « ?8.00 3.373%)
( 99 .00 3.3878) ( 100.00 3.8448)
Enter desired function:
3 Choose t-test

ONE-SAMPLE t-TEST SAMPLE SIZE IS8 100

i

2 2 tail test
2 TAIlL TEST

HO: MU= 1.085611 OR =

?



1.0000
HO: MU=
N=
MEAN=
STD DEV =
STD ERROR OF MEAN=
tT=
DF=
1 - P( -.9204 <

Enter desired function:
4

KOLMOGOROV~-SMIRNOV GOODNESS-OF-FIT TEST

Please enter G.0.F. code:

2

Testing for EXPONENTIAL

MEAN= 1.085%64ii OR=
?

i
MEAN = {1

N= 100,

ANOTHER G.O.F. CODE?
NO

Enter desired function:
S

CHI-SQUARE GOODNESS-OF-FIT TEST

Please enter G.0.F. code:

2

Testing for EXPONENTIAL
OFFSET =
0

OFFSET = 0

# OF CELLS (max is 50)
10
¥ OF CELLS = 40
OPTIMUM CELL WIDTH =

CELL WIDTH = .3844838448
?
.4

KOLMOGOROV~SMIRNOV STATISTICS: DN

io00
1.085%6
L9304
. 0930
.9204

99

goodness of fit.

SAR (N)XDN

SAMPLE SIZE IS

goodness of fit.

. 3845
OR =

Specify hypothesis mean

Cannot reject hypothesis

.3596

Choose Kolmogorov-Smirnov G.O.F. test

SAMPLE SIZE IS 100

Choose exponential form of the
hypothesized distribution.

.09907
.99

Choose Chi-square G.O.F. test

i00

Select exponential distribution again

Minimum value for histogram

10 intervals or windows
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YOUR CELL WIDTH =

CELL #

CNBNOUTD LIS

-

0.

LiGiTg o rg P

.4000

LOWER
LIMIT
0000
.4000
.8000
L2000
L6000
L0000
L4000
L8000
L2000
L6000

OBRSERVED
¥ OF OES.

26
20
i9

8
14

> ouUld

EXPECTED
¥ OF ORS.
30.82

21 .32
14.7%
10.20
7.06
4.88
3.38
2.34
1.62
.42

CHI-SQUARE GOODNESS-OF-~FIT FOR EXPONENTIAL DISTRIRUTION
DEGREES OF FREEDOM = 8 Not very big.

CHI-SQUARE VALUE = @.248;
ANOTHER GOF CODE?
NO
Enter desired function:
7
RUNS TEST SAMPLE SIZE IS5 400

Select a significance level by entering {1,

3
TEST FOR TOO FEW RUNS?
YES

# OF RUNS IS NOT SIGNIFICANT AT THE
SIGNIFICANCE LEVEL FOR TOO FEW RUNS

TEST FOR TOO MANY RUNS?

NO

Another significance level?

NO

Enter desired function
9

Enter number of desired function:

&
SELECT ANY KEY

Option number = 7
i

Number of subfiles ( (=20 ) = ?

.
2

Name of Subfile # £ ( (=40 characters )

?
FIRST HALF

Subfile # L ; number of observations =
?

50

Name of Subfile # 2 ( (=10 characters )
?

SECONDHALF

Is the above information correct?

YES

Subfile name: beginning observation

{ FIRST HALF
2 SECONDHALF

i

54

i

See Chi-square table in appendix with
8 degrees of freedom.

Choose runs test

Choose = = .05

See if data is too non-random

Exit one-sample tests

Return to BSDM to split data set in half for
Shapiro-Wilk test.

Select special function key labeled-SUBFILES

Split data set by specifying number of
observations in each subfile

number of observations

50
50
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Option number = ?
0 Exit subfiles procedure
PROGRAM NOW UPDATING SCRATCH DATA FILE
SELECT ANY KEY
Return to General Statistics by pressing

] ADV. STAT key
Enter number of desired function:

1 Choose one-sample tests

SUBFILE NUMBER? (0=IGNORE SURFILES)

;**************#****************#*******t*#**************#**********************
ONE SAMPLE TESTS

VARIAEBLE -—-X{
SUBFILE --FIRST HALF

ROKOK AR K K 3K 5K KK 3KOK K 3K 3K 3K K K KK 3K KK 3K 3K 3K K 3K 3K 3K 3K KK 3K KK 3K 3K 3K KKK K 3K 3K 3K KK K 0K 3K 3K 3K 3K 0K 3KOK 3K 3K 3K K KK 3K 3K K XK K K KK KKK K K K
Enter desired function:

b Select Shapiro-Wilk test for subfile 1

SHAPIRO-WILK NORMALITY TEST SAMPLE SIZE 1S 50

W STATISTIC FOR NORMALITY = .904821834706
Z POINTS FOR W (SMALL VALUE SIGNIFICANT)

.04 .02 .05 4 .-
CORRESPONDING W VALUES: .93 .938 .947 .955 .974

Enter desired function:
8

SUBFILE NUMEER? (0=IGNORE SURFILES)

2

KKK KK 3K K KK 3 K 3K K KK 3K K 3 KK XK KK 3K KK 3K 3 3K KK 3K oK K 3K oK K 30K 3K 3K 3K K K K K oK 30K 3K 350K 50K 30K 0K oK 33K K KK KK 3K OR K K
ONE SAMPLE TESTS

VARIABLE -—--Xi
SUBFILE --SECONDHALF

A0KOK KK K K 3K K 3K K KK KKK 3K K 3K KKK 3K 3K 3K 3K K K KKK 3K 0K 3K K K K K K 3K K K KKK K KK 3K K 30K KK 3K 3K KK 0K 3K K 3K KK KKK 3K K KK K K K K K K
Enter desired function:

) Select Shapiro-Wilk test for subfile 2

SHAPIRO-WILK NORMALITY TEST SAMPLE SIZE IS S0

W STATISTIC FOR NORMALITY = .831574241967

Z POINTS FOR W (SMALL VALUE SIGNIFICANT)

.04 .02 .0% i -
CORRESPONDING W VALUES: .93 . 938 . 947 .9%% . 974
Enter desired function:
9 Return to main menu

Enter number of desired function:
[ Return to BSDM
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SELECT ANY KEY

Examples On Two Paired Samples Data Sets

Pig Weight Changes

176 pigs were paired on the basis of sex, age, and initial weight. They were fed daily one of
two iron compounds to supplement that which they lacked due to confinement in pens. It was
desired to determine if there was any difference in pig weight due to the two different com-
pounds as applied over a one month period. From the paired-t test and the correlation coeffi-
cient, we see the difference is not significant.

ORI AOKKOK KK K KKK OKK K XK KKK KK 3K K KKK KKK 3K 3K KK 3K 0K KKK K K KKK 3K 3K 3K K K KKK KKK K KKK KKK Sk KKK K HOK K X
X DATA MANIPULATION X
SO IOK KKK K XK X KKK HOKK K 33K 3K K 3 3K KK 3K 3K 3K K 33K KK oK 3K K oK K 3 3K HOK KK KK K KK KKK AR KKK KK K KKK KoK K K KK
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

PI1GS: INTERNAL

Was data stored by the EBSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

PIG WEIGHT CHANGES

Data file name: PIGS:INTERNAL

Data type is: Raw data
Number of observations: 88
Number of variables: 2

Variable names:

1. VARIAELE#1i Clever names for variables
2. VARIAEBLE#2

Subfiles: NONE

SELECT ANY KEY

Option number = 7

i List all the data
Enter method for listing data:

3



Data type is:

=

=
2]
o
e

NN UTD Lifo

Raw data

Variable # 4
(VARIAELE#*1)

54
44,
46.
54.
45
46
0.
43,
47.
40.
40.
46.
52
.00000
.00000
00000
.00000
00000
.00000
.00000
00000
.00000
00000
00000
00000
00000
00000
.00000
00000
00000
.00000
00000
00000
.00000
00000
00000
00000
00000
.00000
00000
00000
.00000
00000
.00000
.60000
.00000
.00000
.00000
.00000
00000
.060000
00000
00000
147.
209.
194,
203,
179

00000
60000
00000
00000
00000
60000
goooo
6oooo0
toooo
0oo000
00000
00000
00000

00000
60000
00000
ooo000
00000

PIG WEIGHT CHANGES

Variable # 2
(VARIARBLE#2)

46.
42,
44,
44,
45,
52,
51 .
55 .
60.
43.
20.
48.
54 .
55
00000
00000
00000
00000
.00000
00000
00000
00000
00000
00000
00000
.00000
00000
00000
.00000
3.00000
00000
00000
00000
00000
00000
.00000
00000
00000
00000
00000
00000
00000
60000
00000
00000
00000
00000
.00000
.00000
00000
00000
.00000
.00000
.00000
.00000
00000
.00000
.00000

00000
00000
00000
60000
00000
goo000
08000
00000
00000
00000
00000
00000
00000
00000
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59 170.00000 201 .00000
60 148.00000 149.00000
-3 1 138.00000 159.00000
b2 232.00000 230.00000
63 223.00000 198.00000
64 i51.00000 161.00000
65 142.00000 147 .00000
66 167 . 00000 176 .00000
&7 210.00000 320.00000
68 240.00000 267 .00000
69 245.00000 221 .00000
70 263.00000 247 .00000
71 263.00000 293.00000
72 i82.00000 211.00000
73 2641.00000 178.00000
74 280.00000 320.00000
75 264.00000 266.00000
76 187.00000 178.00000
77 280.00000 199.00000
78 287.00000 230.00000
79 230.00000 256.00000
80 234.00000 272.00000
81 238.00000 245.00000
82 202.00000 222.00000
83 202.00000 245.00000
84 347.00000 243.00000
8% 293.00000 264.00000
86 215.00000 245.00000
87 171.00000 i72.00000
88 242.00000 233.00000

it
RN

Option number

0 Exit list procedure

SELECT ANY KEY Select special function key labeled-ADV. STAT
Remove BSDM media

Enter number of desired function: Insert General Statistics
3 Choose two paired sample analyses

VARIABLE NUMEBER FOR X =7
1
VARITABLE NUMBER FOR Y =7
el

HORHOKKHOKRAIR KO ORI HOKAKOK 3K K KK KKK KK 3KOK KKK KK K KKK KK KKK K K 3 OK 3K K KKK XK KK K 30K 3K K 3K K 3K oK 3 K oK oK K
PAIRED SAMPLE TESTS

VARIABLE FOR X -~ VARIABLE#{
VARIAEBLE FOR Y ~~ VARIARLE$2

KRR KOK KK 3 KOK K KKK K KKK AOKK K K KKK KK KKK KK KK KKK 3K 3K KKK KK KKK KKK R K HOKK KKK K KKK K KKK KA K KKK

Enter desired function:
i Choose paired t-test

PAIRED~t TEST SAMPLE SIZE IS 88

i OR 2 TAILED?

i

HO = MUCX)-MUCY) =

0 Specify zero difference
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i TATLED TEST
HO : MUCX)-MUCY) = 0
Hi = MUCXH-MUCY) ¢ 0

LEVEL OF SIGNIFICANCE
.05 Specify x = .05
T VALUE = -.736
DF = 87
T¢0.9%00, 87 ) = 1.663
DO NOT REJECT HO AT .05 LEVEL OF SIGNFICANCE

ANOTHER PAIRED-t TEST ON THIS DATA?
NO

Enter desired function:
2 Choose cross correlation

CROSS CORRELATION SAMPLE SIZE IS 88

LAG ON X OR Y?

Y
LAG ON Y=
Z Lagof 1ony
LAG ON Y = 4 COEFF. = .851i26
ANOTHER CROSS CORRELATION?
YES
LAG ON X OR Y?
Y
LAG ON Y=
Z Try lag of 2
LAG ON Y = 2 COEFF. = .82%34
ANOTHER CROSS CORRELATION?
YES
LAG ON X OR Y?
Y
LAG ON Y=
? Try lag of 3
3
LAG ON Y = 3 COEFF. = .88230
ANOTHER CROSS CORRELATION?
YE®
LAG ON X OR Y?
Y
LAG ON Y=
? Try lag of 22
22
LAG ON Y = 22 COEFF. = .890%51
ANOTHER CROSS CORRELATION?
NO
Enter desired function:
3 Choose family regression

FAMILY REGRESSION / AOV SAMPLE SIZE 1S 88
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REGRESSION CODE =7
i Choose linear regression
Y=A+BX+E

AOV OF LINEAR REGRESSION

Y = A + BX
SOURCE S8 DF MS F RATIO
REG 481475 71414 i 481475 741 581 .18
RES 741246.789 86 828 .4%1
TOTAL COR 552722.500 87
R SQUARED = .87414

YHAT = ( 10.129409002 ) + ( 9434678466544 )X

EVALUATE Y AT X ?

YES

AT ALL X(I)‘S ?

YES Table of predicted values and residuals
Y EVALUATED AT X

XD YHAT Y(I) RESC(I)

i 54.000 61.0767 46.00000 15.07667
2 44 000 51.6420 42 .00000 ?.64200
3 46.000 53.5289 44.00000 ?.52893
4 54.000 61.0767 44 .00000 17.07667
S 45.000 52.585% 45.00000 7.58546
6 46.000 53.5289 52.00000 1.52893
7 50.000 57.3028 51.00000 6.30280
8 43.000 50.6985 55.00000 4.30147
? 47 .000 54.4724 60.00000 5.52760
i0 40.000 47 .86814 43.00000 4.86842
i1 40.000 47 .8681 20.00000 27 .86812
i2 46.000 $3.5289 48.00000 5.52893
13 52.000 59.41897 54.00000 5.18974
i4 50.000 57.3028 55.00000 2.30280
15 54.000 61.0767 62.00000 .92333
ié6 49 .000 56.3593 44.00000 15.3%933
i7 30.000 38.4334 48.00000 ?.566%6
i8 50.000 $7.3028 45.00000 12.30280
i9 48.000 55.4459 46 .00000 9.41587
20 38.000 45 .9842 31.00000 14.98449
& a7.00¢0 35.6030 35.00000 .60304
22 50.000 57.3028 59.00000 1.69720
23 107.000 114.0805 135.00000 23.91953
24 77.000 82.7764 ?0.00000 7.223%7
29 94.000 95.9850 98.00000 2.04%02
26 88.000 ?3.1546 ?8.00000 4.84%42
a7 ?3.000 97.8749 ?6.00000 1.87192
28 89.000 94.0980 74.00000 20.0980%
a9 ?5.000 99.7589 98.00000 1.75886
30 105.000 109.493% 133.00000 23.80647
31 107.000 1411.0805 126.00000 14 91953
32 ?5.000 99.7589 ?1.00000 8.7%886
33 114.000 117 .6847 52.00000 65 . 68475
34 i2g8.000 130.8933 ?8.00000 32.89330
35 i10.000 143.9109 149.00000 5.08943
36 104.000 108.25014 i05.00000 3.25%007
37 ?4.000 98.8154 110.00000 i1 . 18461
38 87.000 ?2.2114 81.00000 11.24144
39 66.000 72.3983 83.00000 10.601i71

40 96.000 100.7023 142.00000 11.29768



41 120.
42 ?0.
43 95.
44 86.
45 158.
46 125.
47 149
48 17%.
49 196.
50 124.
51 i1,
¥4 204
53 175.
54 147.
55 209.
56 194.
57 203.
58 179.
59 i70.
60 148.
61 138.
62 232.
63 223.
64 i54.
6% 142,
66 167.
67 210
68 240 .
69 245 .
70 263.
74 263.
72 ig2.
73 2614 .
74 280.
75 264.
76 i87.
77 280.
78 287 .
79 230.
80 234.
81 238.
82 202.
83 202.
84 347.
8s 293.
86 245,
87 174,
88 242,

REGRESSION CODE =?

0

000
000
000
000

000

.000

000
000
000
000
600
000
600
000
000
000
000
000
000
000
oo
000
000
000
000

.000

6oo
000
000
000
000
0oo
000
000
000
000
000
000
600
600
000
600
000
000
000
000
000

Enter desired function:

i0

Enter
é

123

i24

i70

220

258

number of desired function:

. 3456
?5.
9.
?1.

159.
iz2g.

150.
i75.

195,

.2890
i80.
199.
175.
148.

207.
193.

201 .
179.

0445
7589
2676
1973
0629
7064
2363
0494

8971
7665
2363
8192
3142
i622
6534
0102

.5189
149.
140.

229.

7627
3280
0140

.5a27
isa.
i44.
167.
208.
236 .
241 .
258.
L2615
i81.
256.
274.
259.
186.
274.
280 .
227.
230.
234.
200.
200.
309.
286.
212,
i74.
238.

5934
i048
6885
2577
5647
2790
2615

8406
3745
3004
2049
5579
3004
9047
1270
2009
6748
7099
7099
2087
5655
9750
4624
4486

104.
104.

88.

86.
221.
176,
150.

176

148

196

149
i59

267

221

320

pedoded

[y ey o
245 .
243,
264.
215.
172.
233.

00000
00000
00000
00000
00000
00000
00000

.60000
209.
.00000
180.
238.
.00000
138,
133.
159.
209 .
205.
201 .
.00000
.00000
230.
198.
i61.
147.
176.
320.
.00000
.00000
247.
293.
211,
178.
.60000
266.
178.
199.
230.
256.
272.

245,

00000

00000
60000

00000
00000
00000
00000
ooooo
00000

00000
00000
ooooo
60000
00000
60000

00000
goooo0
00000
00000

6ooo00
00000
000600
ooooo0
00000
ocoooo
00000
00000
60000
gooo00
00000
goooo
ooooo
00000

38.

20.

29.

Exit family regression

. 34555
.95848
. 75886
26765
1.80267
93741
.70642
763714
.?25089

28902
.89709
23355
76371
.81919
.31449
.16248
. 34664
.928984
.48105
.76265
.67203
.2860%
.52274
.40694
. 89815
.31146
.74234
.43830
.27904
.26146
.73854
15944
. 37452
.69959
.79507
.5%7%90
.300414
.90469
.87298
09944
. 32524
.29008
.29008
20872
.56549
.02%00
.53759
.44863

Exit two-paired sample test.

Return to BSDM

197



198

Bus Passenger Service Time

The time required to service passengers boarding at a bus stop was measured together with
the actual number of passengers boarding. The service time as recorded from the moment
that the bus stopped and the door opened until the last passenger boarded t' “us. The
objective is to determine a model for predicting passenger service time, given ! *w&l ige of
the number boarding at a particular stop. Let X = number boarding and Y * -~ - enger
service time. The following data was gathered during the month of May, 1t ! twelve
downtown locations in Louisville, Kentucky.

KKK AOK 3K OK A KK KK 30K KK 3K KK XK KKK 3K KK K 3O KK 3K K 30K KKK XK OK K K 3K KK KK OK OKHOK K OK HOK KK AHOOK KKK oK K AOKK K
X DATA MANIPULATION X
KKK KKK K KKK X KK KKK KK KK 3K K 3K K 36K K HOK 3K K K 360K 3K 30K K KK 3K K KO 30K 3K 30K XK KKK KK KKK AORK IO 40K FOKHOK KK
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 From mass storage
ls data stored on program’s scratch file (DATAY?

NQ

Data file name = ?

BUSTIME : INTERNAL

Was data stored by the BSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

BUS PASSENGER SERVICE TIME

Data file name: BUSTIME: INTERNAL
Data type is: Raw data

Number of observations: 31
Number of variables:

ra

Variable names:
1. NUMBER
2. TIME

Subfiles: NONE

SELECT ANY KEY
Choose special function key labeled-LIST
Option number = 7
i List all data
Enter method for listing data:
3



BUS PASSENGER SERVICE TIME

Data type is:

Variable # 1§

(NUMEER
OBRS#
i i
2 1
3 i
4 i
5 i
6 2
7 2
8 2
9 2
i0 3
i1 3
i2 3
13 4
14 S
is 5
i6 6
i7 )
i8 6
19 7
20 7
21 8
22 8
a3 8
24 ?
2% 10
26 i1
27 i1
28 13.
a9 i7.
30 i9.
314 25.

Option number

0

SELECT ANY KEY

Enter number of

3

Raw data

HH
=3

VARIABLE NUMBER FOR X =7

i

VARIABLE NUMERER FOR Y =7
3

) (TIME
.00000 i
.00000 2
.00000 3
.00000 i
.00000 2
.0g0000 4
.00000 8
.00000 3
.00000 2
.00000 )
.00000 ()
.00000 K4
.00000 i1
.00000 7
.00000 i1
.00000 i3
.00000 i2
.00000 i1
.00000 i4
.00000 i3
.00000 i2
.00000 i4
.00000 26
.00000 19
.00000 24
.00000 22
.06000 22

0goo00 2s
00000 33
00000 33
00000 54

Variable % 2

)

.40000
.80000
.00000
.80000
.00000
.70000
.0o0000
.00000
.50000
.20000
.20000
.40000
.70000
.50000
.90000
.60000
.40000
.60000
.70000
.50000
.00000
.10000
.g0000
.00000
.20000
.20000
.60000
.20000
.50000
3.70000
.20000

desired function:

199

Exit list procedure

Choose special function key labeled-ADV. STAT
Remove BSDM media
Insert General Statistics media

Choose two paired sample test

=
KKK AHAOR KK KK A AR AR K KK KK KK 3K K3 KKK K K 3K 3K K KK 3K K K HOK K K 3K KKK 3K KK 3K 3K K K XK KKK 3K K 3K KoK 3K K KK KoK % K

VARIAERLE FOR X
FOR Y

VARIARLE

== NUMBER
-~ TIME

PAIRED SAMPLE TESTS

HOKAORAORN R KOKK 3K K KK KKK KK K KKK K KKK KK 3K KKK KK KKK KKK KK 3K 3K 0K 5K 3K K K KoK X K oK KK K 3K 3K KK 3K K oK K K oK K

Enter desired

3

function:

Choose family regression
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FAMILY REGRESSION 7/ AQV

SAMPLE

REGRESSION CODE =7
i

SOURCE
REG
RES
TOTAL COR
R SQUARED
YHAT = (
EVALUATE Y AT X ?
YES
AT ALL X{I)’8 ?
YES
X(I)
i i
2 i
3 i
4 i
5 i
6 2
7 a
8 2
9 2
i0 3
i1 3
i2 3
13 4
i4 S
is 5.
i6 b
17 6
i8 6
i9 7
20 7
21 8
22 8
23 8
24 9
2% i0
26 i1
27 i1
28 13.
29 17.
30 i9.
314 25,

REGRESSION CODE =?
0

.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000

.000
.000
.600
.000
.000
.000
.000
.000
.000
.000
.000
.000

000
000
000
000

ADY OF

88

3970.237
211.758
4181 .99%

SIZE

LENEAR REGRESSTION

Y =

.9494

. 18 314

A + EX

DF

Y EVALUATED AT X

YHAT

-
coRoobbddioON

[PV
rs R ra

[*
D

.5609
.5547
i4.
. 5525
.5%2%
5525
.5482
.5440
.5398
.5398
L5343
.5144
.5059
.480%

.58214
.5824
.5821
.58214
.58214
.8779
L8779
8779
.877%9
.8736
.85736
L5736
.5694
.565%2
.5652
.5609

5609

5567

YD)

P -
WO

[GRSEARNENEGE G o
FSENEART RS R E e o g ]

OO UTTS i O D TY LIy =

Linear regression

.586330097087 ) + ( 1.99576699029 )X

Y=A+BX+E
MS F RATIO
3970.237 543 .72
7.302
Not bad
RESC(I)

40000 1.48210
80000 L24790
00000 .41790
go000 .78240
00000 .58210
70000 422144
00000 3.42214
gocoo 1.97786
0000 2.07786
20000 1.37363
20000 . 37363
40000 2.82637
70000 3.13060
S0000 3.06547
20000 1.33483
60000 1.03907
40000 . 16093
60000 96093
70000 .14330
50000 1.0%670
00000 4.55247
10000 2.45%247
00000 9. 44753
00000 .4%477
20000 .65600
20000 . 36023
60000 .06023
20000 1.334130
50000 1.08437
70000 4 .805%90
20000 3.7195%0

Exit family regression



201

Enter desired function:
i0 Exit two paired sample tests

Enter number of desired function:
13 Return to BSDM

Example #3
This example is included for your convenience as a sample problem so that you may check
your operation of the routines involved.

KRKRHKH AR AR K IKK KKK KK HK KK KKK HAOKK KKK K KKK K KK KKK KK AR KK AR A KKK KKK AR KKK KKK
X DATA MANIPULATION X
RKRAORRAORKRIKK KKK KKK KRR KKK K KKK AR KK HOKK KKK KA AR KKK KKK KK KK KKK KKK KK KKK KKK KK K KK K
Enter DATA TYPE (Press CONTINUE for RAW DATA):
i

Raw data
Mode number = ?
2 On mass storage
Is data stored on program’s scratch file (DATA)?
NO

Data file name = ?

TWONP : INTERNAL

Was data stored by the ESADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

TWO SAMPLE NONPARAMETRIC STATISTICS

Data file name: TWONP: INTERNAL

Data type is: Raw data
Number of observations: i2
Number of variables: 2

Variable names:
1. X(I)
2. Y(I)

Subfiles: NONE

SELECT ANY KEY
Select special function key labeled-LIST
Option number = ?
i List all data
Enter method for listing data:
3
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TWO SAMPLE NONPARAMETRIC STATISTICS

Data type is: Raw data

Variable # {4 Variable # 2

(X(I) ) YD) )
OES#
1 86.00000 88.00000
2 71.00000 77.00000
3 77.00000 76.00000
4 68.00000 54.00000
= 91.00000 $6.00000
6 72.00000 72.00000
7 77.00000 65.00000
8 94.00000 20.00000
9 70.00000 55.00000
10 71.00000 80.00000
11 88.00000 81.00000
12 87.00000 72.00000
Option number = ?
0 Exit list procedure
SELECT ANY KEY Select special function key labeled-ADV. STAT

Remove BSDM media

Enter number of desired function: Insert General Statistics media

3 Select two paired sample test

VARIARLE NUMBER FOR X =7
i
VARIABLE NUMBER FOR Y =7

2

SOK KKK AKOK K AOK KK KK KA K KKK KKK KKK KKK K K KKK OK oK K KK KKK KK KK KKK KK KKK KK KKK KKK KK K K 3k K
PAIRED SAMPLE TESTS

VARIAELE FOR X == X(I)
VARIABLE FOR Y ~~ Y(I)

HOKRIOK K KKK KKK 3K KK KK KK 3K K KKK KKK K XK KK 3K K KKK 3K KK 3 KK K KK SOK KK KKK K KKK SR KK 3K AKX 3K K K 0K K

Enter desired function:
4 Select sign test

SIGN TEST SAMPLE SIZE IS i2

NUMBER OF POSITIVE DIFFERENCES = 7
(THE 4 POINTS WHERE X(I)=Y(I) ARE EXCLUDED FROM THE TEST)
NUMRER OF OBSERVATIONS USED = ii

YIELDS AN APPROX. STD. NOR. DEV. = .90453 No real differences

Enter desired function:
S Select Wilcoxon Signed Rank test

WILCOXON SIGNED RANK SAMPLE SIZE IS iz2



SUM OF POSITIVE RANKS = 44.5

(USING RANKS OF X(I>-Y(I) AND EXCLUDING THE

POINTS WHERE X(I)=Y(I))

NUMEER OF ORSERVATIONS USED = if

YIELDS APPROXIMATE STANDARD NORMAL DEVIATES
1) WITHOUT CORRECTION FOR CONTINUITY

A) NOT COMPENSATING FOR TIED DIFFERENCES

203

.75574

E) CONDITIONAL ON THE EXISTING TIED DIFFERENCES .75649

2) WITH CORRECTION FOR CONTINUITY

A) NOT COMPENSATING FOR TIED DIFFERENCES

.74429

B) CONDITIONAL ON THE EXISTING TIED DIFFERENCES .74199

Enter desired function:
6

HIGHER POWERED SIGNED RANKS SAMPLE SIZE IS 12

POWER OF THE RANK (MUST EE 2, 3, 4, OR 5)

2

POWER OF THE RANK IS 2

SUM OF POSITIVE RANKS SQUARED = 335 75

(USING RANKS OF X(I)-Y(I) AND EXCLUDING THE 1§
POINTS WHERE X(I)=Y(I))

NUMBER OF OBSERVATIONS USED = 41

YIELDS AN APPROX. STD. NOR. DEV. OF . 8284
CONDITIONAL ON THE EXISTING TIES AND

WITHOUT A CORRECTION FOR CONTINUITY

Enter desired function:
7

SPEARMAN‘S RHO SAMPLE SIZE IS i2

SUM OF SQUARED RANK DIFFERENCES = 7%
RHO = .73776

Enter desired function:
8

KENDALL’S TAU SAMPLE SIZE IS i2

NUMEER OF CONCORDANT PAIRS
NUMBER OF DISCORDANT PAIRS

49

12

[}

TAU = .560614

Confirms no differences

Select Taha'’s higher power signed rank test

Again no difference

Select Spearman Rank Correlation

Seems to indicate that X & Y are related

Select Kendall's Tau test

Also indicates X & Y are related
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Enter desired function:
10 Exit two paired sample tests

Enter number of desired function:
6 Return to BSDM

Examples on Two Independent Samples

Example 1
The following is an example of a two-sample t-test.

SKOK KK K 3K KKK KKK K K K KKK KK 3K 3K 5 3K KKK KK 3K KKK KKK K KK 3K KK SR KKK KKK K 3K KKK OK KoK K KK KK HOKK K K K K K
X DATA MANIPULATION X
FOK KKK KKK K KKK KKK 3K KKK KK 3K 3 KKK K KKK 3K K KoK 3K KKK KK K KKK KKK K KKK KRR KR K KKK KK KK KOk K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2

Is data stored on program’s scratch file (DATA)?
NO

Data file name = ?

ANEXMP 2 : INTERNAL

Was data stored by the BSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

is program medium placed in correct device ?

YES

On mass storage

ANOTHER EXPAMLE

Data file name: ANEXMP2: INTERNAL

Data type is: Raw data
Number of observations: i3
Number of variables: i

Variable names:

i. MEANS
Subfile name beginning observation number of observations
i. FIRST PART i 6
2. SEC. PART 7 7

SELECT ANY KEY

Select special function key labeled-LIST
Option number = ?

i List data

ANOTHER EXPAMLE

Data type is: Raw data



VARIARLE &% {1 (MEANS)

I ORS(I) OBS(I+1) ORS(I+2) ORS(I+3) OBS(I+4)
1 2.00000 3.00000 4.00000 2.00000 3.00000
6 4.00000 5.00000 4.00000 2.00000 2.00000
i1 6.00000 3.00000 7.00000
Option number = ?
0 Exit list procedure
SELECT ANY KEY Select special function key labeled-ADV. STAT

Remove BSDM media
Insert General Statistics media

Enter number of desired function:

2 Select two independent sample test

VARIAELE NUMBER =?
i
RHHHHKKKAHIRK K AR KKK KKK KK KKK KA K KKK KA K AR K KA AOK KKK KKK KK KK KK K 3K KK KKK 3 KK 3K oK ok ok KKK K K Kok K

TWO INDEPENDENT SAMPLE TESTS
VARIABLE -- MEANS
SUBFILE NUMRER FOR THE ‘X’ DATA?
i
X SURFILE == FIRST PART
SUBFILE NUMBER FOR THE ‘Y’ DATA?
2
Y SURFILE -- SEC. PART
AKOKK KK KKK KKK KKK 3K K 3K KKK 3K KK 3K K K K 3K K 3K K 3K 3K 30K 3K 3K 3K 3K K 3K 3K 3K 3K oK 3K 3K 3K 30K 3K 3K 3K 3K 3K 3K 3K K 3K 30K 3K 3K K 30K 0K 30K KO X
Enter desired function:

i Select two sample t-test

TWO SAMPLE t TEST

SAMPLE 1
N = )
MEAN = 3.000000
VARIANCE = .800000
COEFF. OF VARIANCE = 29.814240
STDh. DEV. = .894427
SAMPLE 2
N = 7
MEAN = 4.1428%7
VARIANCE = 3.8095%24
COEFF. OF VARIANCE = 47 . 142417
STD. DEV. = 1.9%1800
= 1.3147 WITH DF = it
PROE (t > 1.3147) = 410769
Enter desired function:
8 Exit two sample tests

Enter number of desired function:
b6 Return to BSDM
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Example 2
A cloud seeding experiment was performed using 16 nonseeded and 10 nonseeded days. The
amount of rainfall, in inches, was recorded for the seeded (X) and nonseeded (Y) cases.

Three tests to see if the median rainfall was identical were performed, none of which indicates
that the two medians differ significantly.

Taha’s squared rank test was performed, since it was assumed that greater precipitation
amounts are more important, and should therefore be weighted more heavily in this type of
experiment.

HOKR KKK IR IR K KKK 3K K 5K K KKK KK 3K K 3K 9K K KK 363K K KK 3K 3K 3K 3K 3K 3K KKK 3K KKK 3K 3 K KK KKK KKK K KK KK KK JOK KK K K
X DATA MANIPULATION X
AHOOKK KK IR KKK KKK KKK 3K 3 KKK KKK K 0K KK 3K KKK 3K KK 3K 3K 3K 3K 3K 3K 3K KKK KKK KKK K 3K K KKK HOK KK KKK KKK KOK K K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

CL.OUD : INTERNAL

Was data stored by the BS5&DM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

CLOuUD

Data file name: CLOUD: INTERNAL
Data type is: Raw data

Number of observations: 2
Number of variables:

- o

Variable names:
i. DAYS

Subfile name beginning observation number of observations
i. SEEDED 1 10
2. NONSEEDED 11 i6
SELECT ANY KEY
Select special function key labeled-LIST

Option number = ?
i List all data

CLOuUD
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Data type is: Raw data

VARIAELE # 4 (DAYS)

I ORS(I) OBS(I+1) OBS(I+2) ORS(I+3) ORS(I+4)
i .05000 .72000 .6%9000 .09000 .04000
[ .62000 .37000 .23000 1.18000 .26000
11 .i8000 .88000 .42000 .74000 .43000
i6 .10000 .65000 .06000 .0%000 .44000
24 .i2000 .41000 .05000 .03000 .32000
26 .05000
Option number = ?
0
SELECT ANY KEY Select special function key labeled-ADV. STAT

Remove BSDM media

. , . Insert General Statistics
Enter number of desired function:

2 Select 2 independent sample test

VARIABRLE NUMEBER =?
i
AOK KK K XK KKK KKK K 3K KK KK 3K oK 3K KK K 5K K K 3K KK K K 3K KK KK K K 3K 3K 3K K KK 3K KK oK 3K KK 3K KK K K OKKOK KKK K KK KK 3K 3 K

TWO INDEPENDENT SAMPLE TESTS

VARIAEBLE -~ DAYS
SUBFILE NUMBER FOR THE ‘X’ DATA?
i

X SUEFILE -- SEEDED
SUBFILE NUMRER FOR THE ‘Y’ DATA?
o

b

SUBFILE -~ NONSEEDED

A0ROKOKRK KK 3K K 3K 2K 3K KK 3K KKK K 3K K 0K 3K 3K 3K 3K 30K 3K 3K 3K 33K KK KK 3K 3K KK K 3K 3K 3K 3K KK 3K 3K 3K 3K K 3K KKK KK 30K 30K 3K 3K 30K K K K 3K 3K 3K k0K K
Enter desired function:

2 Select median test

MEDIAN TESTS

DO YOU WANT THE COMBINED RANKS PRINTED?

YES
COMBINED RANKS
I FOR X(I) FOR Y(I)

i 4.0000 12.0000

2 23.0000 25.0000

3 22.0000 10.5000

4 7.5000 24.0000

5 2.0000 i9.0000 Both data sets are combined and then ranked
6 20.0000 ?.0000 from smallest to largest. Tied ranks are
7 16.0000 21.0000 assigned to identical data values.

8 13.0000 6.0000

? 26.0000 7.5000

i0 14.0000 17.%000

ii 10.5000

i2 17.5000
i3 4.0000

14 i.0000
15 15.0000

i6 4.0000
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D TEST STATISTIC, T = 2
YIELDS A STD. NOR. DEV. OF
CONDITIONAL ON THE S5 EXISTING TIES

Useful for large samples. Since the vaiues
.2894 are small do not reject hypothesis of no
differences between X and V.

II) CONTINGENCY TAELE ANALYSIS

X Y TOTAL

KRKRAKKKKARAK KKK KKK KKK KKK KKK K
X X X

% OF OES. > ¥ 6 X 7 X 13
GRAND MEDIAN X X X
KRARRKAK AR KK KKK KKKKK KKK KKK K
X X X

$ OF OES. (= % 4 X 9 X 3
GRAND MEDIAN * X X
KRKHAAKAKAA KKK KKK KA AKK KK KKK

TOTAL 10 i6 26

1) YIELDS AN APPROXIMATE CHI-SQUARE VALUE WITH § DF OF

A) USING YATES’ CORRECTION FOR CONTINUITY

16250

B) WITHOUT CORRECTION FOR CONTINUITY
.65000

2) FISHER’S EXACT PRORARILITY OF THE
EXISTING CELL FREQUENCIES OR WORSE

.34408

Enter desired function:
5

MANN-WHITNEY TEST

DO YOU WANT THE COMERINED RANKS PRINTED?
NO
SUM OF THE RANKS OF X = 147.%

YIELDS AN APPROX. STD. NOR. DEV. OF :
CONDITIONAL ON THE S EXISTING TIES

Enter desired function:
4

TAHA’S SQUARED RANK

DO YOU WANT THE COMEINED RANKS PRINTED?
NO
SUM OF X RANKS SQUARED = 2786.25

YIELDS AN APPROX. STD. NOR.
CONDITIONAL ON THE

DEV. 0OF :
S EXISTING TIES

Enter desired function:
8

All three values for the two by two table con-
clude no difference between X' and Y's for
middle value.

Select Mann-Whitney test

Designed to see if X's differ from Y's.

6583 Conclude, they do not.
For large sample sizes.

Select Taha's squared rank

Useful to see if X’s differ from Y’s in spread of
data sets.

L7605 Conclude they do not.

Exit from two independent sample tests
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Enter number of desired function:
6 Return to BSDM

Example 3
An investigator is interested in whether there is a significant difference in the time required to
pace himself for one mile between a near sea level location and a high altitude location.

Forty five low altitude observations (Y) and forty high altitude observations (X) were col-
lected. It was decided to test whether the two populations from which the investigator sam-
pled have the same distribution.

Both the Cramer-Von Mises and Kolmogorov-Smirnov tests were performed, neither of which
indicates that there is a significant difference between low altitude and high altitude pacing.

0K AOK KK KKK K KK 3K K KK KKK KKK 3K KK KK K 3K KK KK K 3K K 3K K K K K 3K K KK KK 3K 3K 3K K K 3K K 3K 3K 3K 3K K KK 3K 3K KK K K 3K K KK 3K KK KKK K oK K
X DATA MANIPULATION X
KK KK KK K KK KK K 3K 3K 3K K 3K 3K 3K K 3K K 3K 3K 3K K 3K KK KK 3K KKK K K K K SKOK K 3K 3K K 3K K K 3K K 3K 3K 3K 3K 3K K 3K 3K 3K KKK 3K KKK KKK 0K K K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data
Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

ALTITUDE : INTERNAL

Was data stored by the BSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

ALTITUDE

Data file name: ALTITUDE: INTERNAL

Data type is: Raw data
Number of observations: 8%
Number of variables: i

Variable names:

i. ALTITUDE
Subfile name beginning observation number of observations
1. HIGH i 40
2. LOW 41 45

SELECT ANY KEY

Select special function key labeled-LIST
Option number = ?

i List all data
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ALTITUDE

Data type is: Raw data

VARTAELE # 1 (ALTITUDE)

I ORS(I) ORS(I+1) ORS(I+2) OES(I+3) ORS(I+4)
i 405.00000 387 .00000 400.00000 392.00000 343.00000
& 394.00000 366.00000 389.00000 356.00000 380.000900
11 394.00000 379.00000 359.00000 357.00000 342.00000
i6 367.00000 380.00000 395.00000 442 00000 368.00000
24 361.00000 3641 .00000 360.00000 353.00000 361.00000
26 387.00000 352.00000 385.00000 349.00000 384.00000
34 351.00000 367.00000 364.00000 363.00000 345.00000
36 348.00000 360.00000 353.00000 355.00000 353.00000
44 364 .00000 362.00000 35%9.00000 382.00000 350.00000
46 392.00000 374.00000 398.00000 400.0000v 367.00000
51 379.00000 370.00000 365.00000 362.00000 355.00000
56 376.00000 371.00000 369.00000 375.00000 366.00000
61 373.00000 360.00000 374 .00000 442 .00000 397.00000
66 360.00000 344.00000 377.00000 360.00000 450.00000
74 438.00000 408.00000 380.00000 414 .00000 383.00000
76 386.00000 362.00000 380.00000 377.00000 360.00000
81 357.00000 393.00000 357.00000 369.00000 373.00000
Option number = ?
0 Exit list procedure
SELECT ANY KEY Select special function key labeled-ADV. STAT

Remove BSDM media

Enter number of desired function: Insert General Statistics
2 Select two independent sample test

VARIAEBLE NUMEBRER =?

i

HORBORAKAORAK A AR K IR AR AOK KK KKK K KKK K KK KKK KKK KKK K 3K KKK KK XK K KK 3K KKK KK KK KK K KK KKK K K K Kk
TWO INDEPENDENT SAMPLE TESTS

VARIAELE -~ ALTITUDE
SUBFILE NUMBER FOR THE ‘X’ DATA?
i

X SUBFILE -- HIGH
SUBFILE NUMBER FOR THE ‘Y’ DATA?
heed

[
Y SUBFILE -- LOW
OKNOKKK KRR KK KKK KKK KKK 3K KKK 3K KKK KK 3K KK 3K KK KKK KKK K KK K K KKK 5K 3K oK oK 3 3K oK 3K K 3 K KK

Enter desired function:

S Select Cramer-Von Mises

CRAMER~VON MISES Hypothesis is that x distribution is the same as y
SUM OF THE SQUARED DIFFERENCES L9474
YIELDS A TEST STATISTIC, T= L2359

CRITICAL REGION OF SIZE 0.40 IS FOR T ) 0.347
0.05 IS FOR T > 0.4614
0.0 IS FOR T > 0.743 Accept hypothesis

Enter desired function:
] Select Kolmogorov-Smirnov test



KOLMOGOROV~-SMIRNOV .
____________________ Same hypothesis

MAXIMUM DIFFERENCE, T (IN ABS. VALUE) = . 2556

LARGE SAMPLE CRITICAL REGION OF SIZE 0.40 IS FOR T > L2651
0.05 IS FOR T > L2955
0.0 IS FOR T > . 3542

Same conclusion

Enter desired function:
8 Exit

Enter number of desired function:
6 Return to BSDM

Example On Multiple Sample Data Sets

1. The following example was run to determine the effect of the addition of different
sugars on length (in ocular units) of pea sections grown in tissue culture with auxin
present. The first sample contains the control results, while the other samples contain:

a. 2% glucose added
b. 2% fructose added
c. 1% glucose and 1% fructose added, and
d. 2% sucrose added.

After running the one way AOV, a large F value was calculated, indicating there was
some difference. To determine which samples were different, two multiple comparison
tests were run. In both the Least Significant Difference and in the Duncan’s test, all
samples differed significantly from the control sample. The Kruskal-Wallis test further
supports this conclusion.

HKIKKAK KK ORIOKKK KKK KK KKK K KKK KKK KKK 3K 3 3 3 3K KK 3K KK KKK 3K K KK 3K 3K 3K 3K 33K 3K 3K 3K 3K 3K 3K 3K KoK KK K oK oK K
X DATA MANIPULATION X
AOKOK KKK 3K A OK K 3K K 3K K KK KK oK 3K 2K 3K KK 30K 36 3K 3K KK 0K 3K 3K 3K KK 3K 33K K K KK 3 3K 3K 3K 3K 3K 3K KK K K KK 30K 3K 3K 3K 3K 3K 3K KK 3K K KOKKOK KK KK
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data
Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

TISSUE : INTERNAL

Was data stored by the ESADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

TISSUE CULTURE GROWTH

Data file name: TISSUE : INTERNAL
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Data type is: Raw data
Number of observations: S0
Number of variables: i

Variable names:

1. GROWTH
Subfile name beginning observation number of observations
1. CONTROL i ig
2. 2% GLUCOSE i1 10
3. 2% FRUCT. 21 i0
4. 1ZGLU+iFRU 34 10
5. 24ZSUCROSE 41 10

SELECT ANY KEY

Select special function key labeled-LIST
Option number = ?
N List all data

TISSUE CULTURE GROWTH

Data type is: Raw data

VARIAEBLE # 1 (GROWTH)

I OBS(I) OBS(I+1) ORS(I+2) ORS(I+3) OBS(I+4)
i 75.00000 67.00000 70.00000 75.00000 65.00000
6 71.00000 67.00000 67.00000 76.00000 68.00000
i1 57.00000 $8.00000 60.00000 59.00000 62.00000
16 60.00000 60.00000 57.00000 59.00000 45.00000
21 58.00000 61.00000 56.00000 58.00000 57.00000
26 56.00000 61.00000 60.00000 57.00000 58.00000
31 58.00000 59.00000 58.00000 64.00000 S7.00000
36 56.00000 58.00000 $7.00000 57.00000 S5¢.00000
41 62.00000 66.00000 65.00000 63.00000 64.00000
46 62.00000 65.00000 65.00000 62.00000 67.0006000
Option number = ?
0 Exit list procedure
SELECT ANY KEY Select special function key labeled-ADV. STAT

Remove BSDM media

Enter number of desired function: Insert General Statistics

4 Select three or more samples

NUMBER OF TREATMENTS =?
)

3K OKOKOK KK 3K K KKK 3K KK 3K 3K K 3K 3K 3K 3K 30K KKK 3K KK K 3K 3K K 33K KK 3 OK 3K 30K K 3K 3K 3K 3K 3K K K KK K XK KKK KK JOK KK OKK K K KOk XK

MULTIPLE SAMPLE TESTS

VARIAERLE -~ GROWTH

SUBFILE NUMEBER FOR TREATMENT # § =

?

i

TREATMENT # LiSUBFILE ~- CONTROL Specify treatments by subfiles

SUBRFILE NUMEER FOR TREATMENT # 2

?

2

TREATMENT # 2SUBFILE -- 2% GLUCOSE
SUBFILE NUMEBER FOR TREATMENT # 3 =
?

3

it
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TREATMENT # 3SUBFILE -- 2% FRUCT.
SUBFILE NUMBER FOR TREATMENT % 4 =
?

4

TREATMENT # ASUBFILE -- 1%GLU+iFRU
SUEFILE NUMBER FOR TREATMENT # 5 =
?

5

TREATMENT # SSUBFILE ~- 2%SUCROSE

SRR KR NOK KK KKK KKK KK K KKK KKK K 3K 3K 3K K 3K KK 33K KKK KKK K K KK KK KK KK KKK K KKK KK KK KK KK

Enter desired function:

i Select one-way AOV
ONE WAY A0V
TRT # 4
75.00000 67.00000 70.00000 75.00000
65.00000 71.00000 67.00000 67.00000
76.00000 68.00000
TRT # 2
57.00000 58.00000 60.00000 59.00000
62.00000 60.00000 60.00000 57.00000
$9.00000 64.00000
TRT # 3
58.00000 61.00000 56.00000 58.00000
57.00000 S6.00000 61.00000 60.00000
57.00000 58.00000
TRT # 4
S8.00000 59.00000 58.00000 614.00000
57.00000 56.00000 58.00000 57.00000
57.00000 59.00000
TRT # 5
62.00000 66.00000 65.00000 63.00000
64.00000 62.00000 65.00000 65.00000
62.00000 67.00000
TRT . # N MEAN VARIANCE STD DEV STD ERRORS
i 10 70.4000 15.8778 3.9847 1.2601
2 10 59.3000 2.6778 1.6364 L8178
3 10 58.2000 3.5441 1.8738 L5925
4 i0 58.0000 2.0000 i.4142 L4472
5 10 64.1000 3.2111 1.7920 .H667
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ANALYSIS OF VARIANCE

SOURCE DF 88

TOTAL 49 1322.8200
TRTS 4 1077 .3200
ERROR 45 245 .5000

PROER (F > 49 .3680) =0.0000

BARTLETT’S TEST
DF = 4 ,CHI-SQUARE = 13 9386
PROE (CHI-SQUARE > 13.9386) =

Enter desired function:

2

CHOOSE A NUMBER AND PRESS CONTINUE

i

WHAT CONFIDENCE LEVEL ? (.99,.95,etc.)
.95

TARLE VALUE FROM STUDENT’S 1t

2.02

DO YOU WISH TO PLOT ON THE CRT?

YES

Beep signify the end of plot,

MS F
269 .3300 49 3680
$.4556

Treatments differ significantly

L0075 Variances within treatments also differ.

Probably just first treatment differs from the others.

Select multiple comparisons

LSD procedure at 95% confidence.

then press CONTINUE.

DO YOU WANT A HARD COPY(IF THIS I8 FEASIERLE)?

NO
LSD

ERROR MEAN SQUARE =
DEGREES OF FREEDOM = 45

CONFIDENCE LEVEL = .95
TABLE VALUE FROM STUDENT’S t =

5.45%6

SAMPLES RANKED

4 3 2 S5 1§
A [,
E -
c -

MEANS

-G

-A

~A

-A

-R

CHOOSE A NUMEBER AND PRESS CONTINUE
i

UVid oild e

WHAT CONFIDENCE LEVEL ? (.99,.95,etc.)
.95

TAEBLE VALUE FROM STUDENT’S t

2.02

DO YOU WISH TO PLOT ON THE CRT?

NO

2.1100

Treatments 2-4 are not different from one another.
Treatment 1 differs from the others.

Treatment 5 differs from the others.

Plotter indentifier string(press CONT if’HPGL’)?
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Plotter select code, bus #(defults are 7,5)7

WHICH PEN COLOR SHOULD EE USED?
i
Beep siqnify the end of plot, then press CONTINUE.

LSD

ERROUR MEAN SQUARE = 5.4556

DEGREES OF FREEDOM = 45

CONFIDENCE LEVEL = .95

TABLE VALUE FROM STUDENT’S t = 2.0200, LSD = 2.14100

SAMPLES RANKED

a ———————
B —
C —
MEANS
i -C
2 -A
3 -A
4 -4
S -R
LSD
?2'08T
70.40F
se.aek
67.20F
Zz ss.saH.
(]
p
"_'n" 64 .00
a
=
& 62.43%
60.80f
59.20# I
57.60} I
56.00— . : : .
S - [4¥] m A o wn

SAMPLE NUMBER
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CHOOSE A NUMEER AND PRESS CONTINUE

) Choose Duncan's multiple comparison procedure
ERROR MEAN SQUARE =?

S

DEGREES OF FREEDOM =7

bl

WHAT CONFIDENCE LEVEL ? (.99,.95,etc.)
.95

TAERLE VAL FROM NEW MULT RANGE TEST FOR 5 MEANS Tables available in appendix
"

3,47

TAELE VAL FROM NEW MULT RANGE TEST FOR 4 MEANS
?

3.1

TAKLE VAL FROM NEW MULT RANGE TEST FOR 3 MEANS
?
3,04

TAELE VAL FROM NEW MULT RANGE TEST FOR 2 MEANS
?

2.86

DUNCAN’S TEST
ERROR MEAN SQUARE = 5.0000

DEGREES OF FREEDOM = 2
LEVEL OF CONFIDENCE = .95

NUMBER OF MEANS = S, TAELE VALUE = 3.470 , DIFFERENCE = 2.242
NUMRER 0OF MEANS = 4, TARLE VALUE = 3.400 , DIFFERENCE = 2.492
NUMRER OF MEANS = 3, TAERLE VALUE = 3.040 , DIFFERENCE = 2.128
NUMRER OF MEANS = 2, TAEBLE VALUE = 2.860 , DIFFERENCE = 2.022
SAMPLES RANKED
4 3 2 5 1
A [T
B -
C -
MEANS
i -C
2 —-A
3 -A Same conclusion as in LSD
4 -A
S -B
CHOOSE A NUMEER AND PRESS CONTINUE
6 Exit multiple comparisons
Enter desired function:
3 Choose Kruskal-Wallis test
KRUSKAL-WALLIS TEST
CHI-SQUARE = 38.14014 DF = 4 Conclude treatments differ.
P (CHI-SQUARE > 38.1404) = 0.0000
Enter desired function:
) Exit 3 or more samples

Enter number of desired function:
6 Return to BSDM
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Analysis of Variance

General Information
Description

The Analysis of Variance package is made up of six analysis routines as well as a number of
auxiliary routines that can be used after the analysis of variance (ANOVA or AOV) is
completed.

The following analyses are available for balanced data sets —

® Factorial design - multiway classification with or without major blocks.
® Nested design - includes completely nested, mixed nested and crossed classifications.
® Split-plot design - several types in which one or more factors can be in the whole plot.

These three analyses can be used for balanced or unbalanced designs -

® One-way ANOVA - completely randomized one-way classification.

® Two-way ANOVA (unbalanced) - one or more of the cells can be empty or be unequal
in sample size.

® One-way Analysis of Covariance - for the completely randomized one-way classifica-
tion.

For each of the designs in this package, the objective of the routine is to sort out the sources
of variability and assign, if possible, responsibility for a portion of the total variability in the
data to certain factors in the design.

Input

The first step is to input your data via the Basic Statistics and Data Manipulation routines.
Because the data for the AOV programs must be in a very structured format, please read the
Basic Statistics and Data Manipulation section of this manual and the portion of this section
entitled Data Structures before entering your data. After entering your data, one of the six
types of designs is selected and questions will be asked in order to determine the exact
design you are using.
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Auxiliary Routines

The following routines can be used to complement the analyses performed by the six design
routines -

e Orthogonal Polynomials - performs a decomposition of the specified sum of squares
into linear, quadratic,...,portions. This routine should be used only for factors with
quantitative levels.

® Treatment Contrasts - performs a comparison on a specified factor. Output includes
sum of squares and F ratio.

® Multiple Comparison Procedures - can be used to perform one or more of five
routines to determine which factor levels represent different population levels. For a
more detailed description, please see the portion of this manual entitled Multiple Sam-
ple Tests in the General Statistics section.

e Interaction Plot - allows you to study the relationship between two or three factors.
(Not available from One-way or Covariance routines.)

e FPROB - generates right-tailed probability values for the F distribution.

Special Routines

New Response

This allows you to specify a new response variable for the last design chosen. So, even after
you have done multiple comparisons (or any other analysis) you may go back to the same
design and specify a new response variable without having to answer all of the design
questions.

After this is done, a title and description of the last design will be displayed on the CRT.

Special Considerations

Limitations
This program is capable of handling 50 variables with a total of 1500 data values. In
addition, there are certain limitations imposed for each program as follows -

e Factorial - the product of (levels of A)*(levels of B)*(levels of C)*(levels of D) = size
=< 500. Also, (number of blocks)*size* (number of observations per cell) < 1500.
® Nested - size (as described above) < 500. No blocks are permitted.

e Split Plot - Blocks are necessary. Only factors A,B and C are permitted in addition to
blocks, and (levels of A)*(levels of B)*(levels of C)*(number of blocks) < 500.

® One Way - There can be up to 50 treatments.

e Two Way (unbalanced) - At least one cell must have more than one observation. The
number of rows (A factor) < 20. The number of columns (B factor) < 20. (number of
rows)*(number of columns) < 200.



® One-way Covariance - There can be up to 25 treatments.
® Orthogonal Polynomial - The polynomial can be up to the tenth degree.

® Treatment Contrast - There can be up to 20 levels of one-way means and up to 200
levels of two-way means.

® Multiple Comparison - same as for Treatment Contrast.

® Interaction Plot - there can be no more than 20 levels of the factor plotted on the X
axis, otherwise the plot becomes ‘‘messy’’.

Balanced vs. Unbalanced Designs

To convert from a balanced design to an unbalanced design, you need to use the data
manipulation section of the package to create variable(s) with the factor levels for the two
factors in the unbalanced design.

On the other hand, if you have finished a factorial analysis and now want to use a one-way

design on the same data set, the program allows you to do this by selecting the Advanced
Statistics option on the menu.

Discussion
General

The analysis of variance (AOV) technique can be used in many data analysis situations
where it is desired to characterize the sources of variation in a ‘‘planned’’ experiment. The
essential feature of AOV is that the total variation of the numbers (data) is uniquely decom-
posed into separate parts. For example, suppose we have run an experiment in which we
used four varieties of corn and three row spacings. We repeated this experimental set-up
five times (on five fields). We can then break the total variation down into five components
as indicated below:

AOV
Source DF SS MS F
Total 5*4*3-1=59 SSt
Fields (or Blocks) 5-1=4 SSk MSs F1=MSg/MSk
Varieties 4-1=3 SSv MSv F2 = MSv/MSke
Row Spacings 3-1=2 SSk MSk F3s=MSr/MSe
Var. X Row 3*¥2 = SSvr MSur Fs=MSvr/MSe
Error 44 SSe MSk
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In order to more fully develop our understanding of the usefulness of AOV, let us-discuss
how one might use such a table. Starting with the first column, we see the decomposition of
the total variation into its five components. The next column shows the allocation of the
so-called degrees of freedom (see references). Notice that the degrees of freedom compo-
nents add up to the degrees of freedom associated with the total sum of squares. For the
total source of variation, the degrees of freedom will be the total number of observations in
the experiment minus one. The SS(sum of squares) column shows the breakdown of the
total sum of squares for the experiment into the various components. One could prove
algebraically that SSt = SSs + SSv + SSr + SSvr + SSe and likewise for the degrees of
freedom. The MS (mean square) column is obtained by taking SS/DF. This reflects an
“average’’ variation due to each of the sources.

The last column is the F-ratio or testing column. Generally, we are testing the hypothesis
that there is ‘‘nothing’’ happening in the experiment versus the expected hypothesis that
something ‘‘worthwhile’’ is occurring. If nothing is happening, then all mean sources of
variation should be of the same magnitude as the error mean square. The F-ratio is a
statistical test to see if the mean square for the source of variation in question is significantly
bigger than the error mean square. If it is, we can conclude that there is a ‘‘real’” effect. For
example, suppose that F2 is quite large. We would then be able to conclude that the
population variety means are not all the same. That is, at least one of the variety means
differs significantly from the others.

How big do the F values have to be? That depends on the degrees of freedom associated
with the numerator MS and the degrees of freedom associated with the denominator (error)
MS. The computed F values may be compared with tabled values to find out if they are
significant at the .10, .05, .01, or .005 level, or, with this program, you can actually compute
the level of significance. The program will automatically calculate the Prob[F > F
calculated] for a factorial AOV. For nested or partially nested AOV, the user may elect to use
the F probability option to find the probability levels.

Factorial Versus Nested Models

Many researchers have difficulty differentiating between a factorial model and a nested
model for AOV. A brief example may be of some help. In a three-way factorial model, for
example, the levels of factor B are the same over all levels of factors A and C. Suppose
factor A is three temperature settings, factor B is two pressure settings and factor C is four
different laboratories. In a factorial model, we would assume that each of the six (three
temperature * two pressure) combinations had been studied at each of the four laborator-
ies. In a nested AOV with factor C nested in A and B, we might assume that the same six
combinations were run; however, for each of the six combinations, four different laborator-
ies (greenhouses, plants, fields, classrooms, etc.) were used. Hence, a total of 24 laborator-
ies were used instead of just four. Assuming just one observation per laboratory and ex-
perimental combination, the AOV table for the factorial would be:
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Source DF SS MS
Total 3*2*4 -1=23 SSrom

Temperature 3-1=2 SSt MS+
Pressure 2-1=1 SSe MS»
Temp x Pres 2*%1 =2 SSte MSre
Laboratories 4 -1=3 SS. MS.
Temp x Lab 2*3 =6 SSw MSn
Pres x Lab 1*3 =3 SSeL MSe..
Temp x Pres x Lab 2¥1*3 =6 SStrL MS+eL

However, for the nested model described above, the AOV table would be:

Nested AOV Example

Source DF SS MS
Total 23 SSTotal

Temperature 3-1=2 SSr MS+
Pressure 2-1=1 SSe MSe
Temp x Pres. 2*%1 =2 SSte MSte
Lab (temp x pres) (4-1)*3*2=18 SSire) MScire

Notice that the AOV tables are somewhat different. Actually, the SSi.ie can be obtained
(and is in the program) from the first AOV table by noting that SS.(TP) = SS. + SSn +
SSe. + SStee. Generally, in nested or partially nested AOV's, the nested factor is considered

to be a random effect.

Partially Nested vs. Nested Models

Consider a laboratory experiment involving mice in which three levels of some drug (factor
A) are to be investigated. Seven mice (factor B) are used for each drug level and the
response variable is determined on four days (factor C). One model which might be used for
the analysis would be three levels of factor A; seven levels of factor B nested on factor A;
and four levels of factor C. The AOV table would be:

AOV

Source DF SS MS

Total 83 SSTotal

Drug 2 SSo MSo
Mice(Drug) 18 SSmp) MSM(D:
Days 3 SSt MSr <+—
Drug x Days 6 SSor MSopr <—
Time x Mice(Drug) 54 SStmi) MSmip)—
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This type of design is sometimes called a repeated measurements design. It is also a partially
nested design because factor C is crossed both with factor A and the nested factor B. As is
indicated by the arrows in the AOV table, at least two different “‘error’” terms are used for
studying the significance in this model. It should be noted that it is necessary to have exactly
the same number of subjects within each level of factor A in order to use the analysis in this
package.

Two-Factor AOV Structure

The analysis of variance is a method of decomposing the sum of squared deviations of the
observations about the overall mean [X(yik - -y...)?| into various sources. For a two-factor
design. we may show sources of variation due to the row effect (A), the column effect (B),
the row-by-column interaction effect (AB) and the within error effect (ERROR). For exam-
ple. consider an experiment in which we have four levels of temperature (100, 150, 175,
200°C) and three levels of pressure (5, 10, 15 psi) with several determinations of the
chemical yield (y) for each combination of temperature (ROWS) and pressure (COL-
UMNS). One possible arrangement of the data might be as shown below:

Pressure
5 10 15
Temperature Column 1 Column 2 Column 3
100 Row 1 Yil Yilnll Y121 Yizeiz Vi3l Y1313
150 Row 2 . : .
175 Row 3 . . .
200 Row 4 Vall...Yaingl V421, . Ya2n42 V431...Y43n43

Each yu stands for the numerical value of the chemical yield in percent. The subscript i
refers to the row designator, the j for the column designator, and the k for the observation
number in the i,jth cell. Notice that the ny are not necessarily all equal, nor is it necessary
that n, be > = 1. If the n; are all equal, the analysis of variance involves the usual summing
and summing of squares, a task which could be performed by hand calculators. When the n;
are not all equal, the exact analysis is quite complicated.

Note that the table which we have described above does not show how the experiment was
actually run. According to good statistical practice the order of running the experiment
should be in a random fashion. That is, conceptually, all of the possible sequences should
be equally likely and the experimenter should choose one sequence at random.



Reasons for Unbalanced Designs

Unbalanced two-factor designs might arise in at least three ways. First, the design could
have been planned as a balanced design (all ni equal). However, several observations may
be lost due to death of a subject, etc. This often happens in research even though ex-
perimenters use good experimental techniques. Second, because of the nature of the
variability of one response (or some other reason), the experimenter may have set up the
design with an unequal number of observations in the cells. For example, suppose that one
of the row levels is really a control or standard dose. It may be a common practice to use
fewer observations on the control than the other drugs (other “‘levels’ of the row factor). A
third possibility is that certain combinations of the row and column levels might yield results
which are impossible to monitor in an experiment. This might happen if in the experiment
described above, the highest temperature level (200°C) and the highest pressure level (15
psi) proved to be ‘‘too much’’ for the chemical process. In general, of course, it is not a good
procedure to design two-factor experiments in which certain levels of the factors cannot be
included in the experiment.

Approximate Analyses for Two-Factor Experiments

If each cell (row-column combination) has at least one observation and the number of
observations in each cell is approximately the same, the method of unweighted means is
sometimes used. Essentially, in this analysis, the cell means are subjected to the usual
two-way AOV with one observation per cell, and the within error term is added to the table
after adjustment. (See Bancroft, reference 1, p. 35.) This approximate analysis will prob-
ably allow you to draw accurate conclusions for most sets of data.

One reason why we might use this type of analysis is because the “‘exact’” analysis is quite
complicated. The complexity of the analysis is related to the fact that the calculations which
must be performed do not just involve the usual summing and summing of squared values.
In short, the exact analysis is a ‘“‘messy’’ problem.

Unbalanced Two-Way AOV - ““Exact’ Solutions

As described more completely in reference 1, Chapter 1, the solution involves rather messy
notation. We shall avoid the notational problems by describing, in words, the procedures
that you should use in interpreting the AOV tables, rather than describing the computing
procedures which were used.
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Once again, the idea of the AOV is to separate out the various sources of variation from an
observable set of data. In the balanced two-factor design, the analysis of variance table
might be written as follows:

AOV
Source df Sum of Squares Mean Squares
Total N-1 TSS
Rows R--1 KSS RSS + (R-1)
Columns C-1 CSS CSS = (C-1)
RxC
interaction (R—-1)(C—-1)ISS ISS + (R-1)(C-1)
Residual N-RC ESS ESS =+ (N-RC)

In this table, R equals the number of rows, C equals the number of columns, and N equals
the number of observed y's. The computations which are involved in obtaining the Sum of
Squares column will not be described. Suffice it to say that in each case the individual
observations oy the means are compared to the overall mean.

As a brief review, let us examine that AOV procedure. According to the AOV procedure, we
are trying to determine if the source of variation for rows, columns. and/or the interaction is
significantly bigger than the error source of variation. This is done by calculating certain
ratios of mean squares--the so-called F-ratios. Under the assumption of no differences
among the row population means (i.e.. levels of temperature), the mean square (MS) for
rows should be of the same magnitude as the MS for the error. In a similar fashion, the
source of variation for columns and interaction can also be tested.

For balanced sets of data, that is where the subclass frequencies are all the same, the
decomposition of the sources of variation for a two-factor design is orthogonal. This means
that every SS and MS in the table represents the source of variation as indicated in that row.
When we have an unbalanced design, the table is not as easy to interpret.

In order to understand the output provided by this program, we will use the hypothetical
experiment described earlier. Suppose that the table of nj, the frequency counts for the
twelve row-column cells is as follows:

Pressure
5 10 15
100 5 4 5 N=54
150 5 5 5
Temperature
175 5 5 q
200 4 3 4
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Ordinarily we would ask the investigator to use equal ni; however, there might be perfectly
good reasons why this was not possible.

Preliminary AOV Tables
The next output from this program is the Preliminary AOV tables. The first table has the
general form:

Preliminary AOV
Source DF SS MS F-ratio
Total N-1 =53 SSt
Subclass* RC-1 =11 SSs MSs MSs/MSe
ERROR N- RC = 42 SSe MSe

* Rows + Columns + Interaction

The decomposition in this table looks as if we have twelve individual treatments rather than
four temperature and three pressure combinations. If the F-ratio is large (and the F-Prob is
small), say less than about .05, we can conclude that not all twelve population means are
the same. The second table has a further decomposition of the subclass source into main
effect differences and interaction differences.

Interaction Preliminary. AOV

Source DF SS MS F-Ratio
Total N-1 =53 SSt

Main Effects* R+C-2=5 SSwm MSwu MSw/MSe
Interaction** (R-1){(C-1) =6 SS MSi MS\/MSe
Error N-RC = 42 SSe MSe

* Row + Column
** RxC

This table helps us determine if there is interaction in our two-way design. This is important
because it may help us decide which analysis to use next, that is, which of the FINAL AOV’s
we should choose (see Bancroft).

If one or more cells are empty, the method of fitting constants must be used for the final
analysis. For the method of fitting constants, we assume no interaction is present in the
model. Hence, if either one n; = 0 and/or interactions are assumed to be absent in the
population, we should use the METHOD OF FITTING CONSTANTS FINAL AOV. If in-
teraction between the row and column factors is expected to be present in the population
and all nj > = 1, the METHOD OF SQUARED MEANS should be used.
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If you are uncertain whether or not interactions are present, your interpretation of the
output of the PRELIMINARY AOV table for interactions may help you decide. If the F-
PROB for the interaction F-ratio is small enough, we might conclude that interaction is
present. (Bancroft, reference 1, suggests that if F-PROB < .25, one should use the method
of squared means.)

Interpreting the Method of Fitting Constants AOV

Since this method assumes that the model is of the formY = A + B * (ROW LEVELS) + C
* (COLUMN LEVELS) + ERROR, what remains to be tested by this method is if the row
levels (means) differ significantly from each other and if the column levels (means) differ
significantly from each other. The calculations involve (see page 16, Bancroft) finding the
solution to a set of least-squares equations. As we discussed above, when all n; are equal,
the sum of squares due to rows is orthogonal to the sum of squares for columns. However,
when the ny are not all equal, by using the method of fitting constants, the program will
construct the following table:

Source DF SS MS F-Ratio

Total N—-1 =053 SSt

Rows (unadjusted) R-1=3 SSk MSk

Columns (adjusted) C-1=2 SSca MSc -a Fi=MSc-a/MSe
Columns (unadjusted) C-1=2 SSc MSc

Rows (adjusted) R-1=3 SSka MSk-a F2=MSk.A/MSt
Interaction (R-1)(C-1) =6 SS MS, F3=MS/MSe
Error N—-RC = 42 SSe MSe

The first two F-ratios can be used to test the following hypotheses:

H.: The B’ terms in the model are not needed; Ho: The ““‘C”’ terms in the model are not
needed. The third F-ratio is the same test for the interaction obtained in the preliminary
AQV table. Notice that the SS for columns is obtained after correction for rows. That is,
SSca (columns adjusted for rows) = SSw (main effects in preliminary AOV table) - SSrous
(rows ignoring the column effects). Hence, some of the calculation for the final AOV by the
method of fitting constants are derived from the preliminary AOV table.

In conclusion, the method of fitting constants allows us to make ‘‘good’ tests for main
effects if the interaction term is absent. Also, if one or more n; = zero we must use this
method since the interpretation of a significant interaction is questionable anyway. After
determining that the row and/or column means differ significantly, one might wish to do
some type of multiple comparison procedure to determine where the significant differences
lie.



Interpreting the Method of Squared Means AOV

When interaction is assumed present in our model or suspected to be present in the model
after studying the preliminary AOV table, the method of squared means can be used to find
““good’’ estimates of the main effects if all ny > 0. This analysis operates on the cell means
weighted by Wi = ¢?/(X 1/ny) for the ith row and W, = r?/(21/n; for the jth column. The
model for this situation would be: '

Y =A+ B*(ROWLEVEL) + C* (COLUMN LEVEL) +
D (ROW, COLUMN LEVELS) + ERROR
where A represents the average value and D represents the coefficient for the interaction

term. The method, which is described on pages 24-29 of Bancroft, would yield an AOV
table as follows:

Source DF SS MS F-Ratio
Total N-1=253

Rows (weighted) R-1=3 SSrw MSkr-w MSkr w/MSe
Columns (weighted) C-1 =2 SScw MScw/MSe MSc w/MSe
Interaction (R-1)(C-1) =6 SSi MSi MS/MSe
Error N—-RC = 42 SSe MSe

The F-ratios for rows and columns using the weighted cell means will indicate if the main
effects are significant. Of course, if the interaction term is already determined to be signifi-
cant, the interpretation of the main effects must be given careful consideration. Quite
frequently experimenters find it useful to plot the subclass means in order to study the
“pattern’ for the interaction.

Orthogonal Polynomial Breakdown

If the levels of the row and/or column factors are quantitative, it might be of interest to
decompose the sum 0f squares for these terms into single-degree-of-freedom terms for a
polynomial model. For example, suppose that the row levels are quantitative such as the
temperature levels which we described above (100, 150, 175, 200°C). Since there are four
levels, it is possible to fit up to a third degree polynomial to the row levels. Hence, the SS for
rows could be decomposed into orthogonal components for linear, quadratic and cubic
terms, each with one degree of freedom. The program will perform the elaborate calcula-
tions even if the row or column levels are unequally spaced. (For example, the column
levels were given as 5, 10, 15 psi. Instead, they could have been 5, 10, 20 psi with unequal
spacings between the levels.)

For further information about these procedures, see references 1 and 2.

References
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Data Structures

In order to provide for the analysis of six different types of designs the arrangement of the
data must be ‘presumed’ by the program. The material that follows describes the various
arrangements within the Basic Statistics and Data Manipulation (BSDM) routines, which are
possible for each design. Please read the section dealing with the design which you are
considering before attempting to enter your data.

Further information about the designs considered in this package can be found in the
Discussion section and in the references.

Factorial Designs

All data to be analyzed with the Analysis of Variance package is entered into memory via the
Basic Statistics and Data Manipulation routines. The order in which the data is entered is
very important. In general, sampling replications are entered in order, then factors are
varied, then blocks are varied. That is, assuming a four-factor design and no sampling
replications, the levels of factor D must vary the most rapidly, followed by the levels of C, B,
A, and finally the levels of the blocks. Consider an example in which there are two blocks
(major replications), two levels of A and three levels of B. Assume for the moment that we
do not have any sampling replication and only one response variable. The structure within
the Basic Statistics and Data Manipulation (BSDM) program would use only one variable
since it is not necessary to store the levels of the factors and blocks when using the (ba-
lanced) Factorial program. The structure for this two-way factorial in two blocks would be:

Response Factor Factor
OBS.# Variable 1 B A Blocks
1 Yin B A Block 1
2 Yiiz B2
3 Yis Bs
4 Yi2 B Az
5 Yize B:
6 Y23 Bs
7 Yen Bi Al Block 2
8 Yoz B-
9 Yoz Bs
10 Yz B: Az
11 Yoo B:
12 Yz3 Bs
Note

The levels of Factor B vary most rapidly while the blocks vary the
slowest. The Y’s represent numerical data which is the only in-
formation stored in BSDM. The first subscript indicates the block,
the second indicates the level of factor A and the third designates
the level of factor B.




You should remember that it is absolutely essential that you arrange your data in this form
prior to entering the BSDM program. Of course, if you are careful, there are ways around
the apparent limitation suggested above. Consider the following data set which has already
been entered via the BSDM program:

OBS# Variable (i) Factor V Factor U Blocks
1 Yiu Vi Ui Block 1
2 Yiz1 Ve
3 Yz Vi U2
4 Yizz V2
5 Y13 Vi Us
6 Yiz3 Vz
7 Yon Vi U Block 2
8 Y221 Ve
9 Yzi2 Vi U2
10 Yooz V2
11 Yai3 Vi Us
12 Yoo3 Ve

First of all, note that blocks (major replications) must vary the slowest. We can use this data
structure in the Factorial program by telling the program that factor A, the factor which
varies slowly, is factor U and has three levels; while factor B is our factor V and has two
levels. Hence, independent of the implied subscripts, levels and ordering, we have con-
siderable flexibility in specifying the factors. We must only make sure the Factor A is the
factor which varies most slowly while Factor B is the factor which varies most rapidly.

So far we have described how the data must be structured for the major replications and
factors. We will now describe the two modes of data arrangement which are permissible for
the minor replications (samples). If you have only one sample per treatment combination,
there will be no difference between the two modes.
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The first mode assumes that the response variable resides in only one of the variables
specified in BSDM. Hence any minor replications/samples will have to be entered as subse-
quent observations in BSDM. For example, suppose we have a factorial with two blocks,
two levels of factor A, and three levels of factor B, with two replications (samples) per
factorial combination. The data structure with three different response variables might
appear as follows:

Variables Factor
OBS# 1=%Ca 2=%Cu 3=%Fe Sample B A Block
1 Xi1 X21 Xa1 1 Bi Al Block 1
2 Xz Xa2 Xaz 2
3 X13 Xz3 Xs3 1 B:
4 X14 Xza X34 2
5 Xis Xas Xss 1 Bs
6 Xi1e Xze X3 2
7 X1z Xo7 Xs7 1 Bi Az
8 Xis Xes Xss 2
9 X19 Xz9 Xag 1 B2
10 X110 X210 Xa10 2
11 Xin Xen Xsn 1 Bs
12 X112 Xo12 X312 2 Block 2
24 X124 X224 X324 2 Bs Az

The first mode of replicate/sample storage conserves on the use of variables (see Special
Considerations for program limitations); however, it does use more observations.

If you have only one response variable in your experiment it may be more efficient to use
the second mode for specifying the sampling replications. This mode assumes that each
observation in the BSDM program contains all replication values stored one per variable.
Hence, the same design described above would appear as follows (here, the subscripts
indicate the levels of factor A and factor B, respectively):

Variables Factor Factor
OBS. 1=Rep1 2=Rep 2 B A Block
1 X1 Xa1 B: A Block 1
2 Xi2 Koz B:
3 Xis X23 Bs
4 Xia Xza B: Az
5 Xis Xzs B:
6 Xi6 Xze Bs




One other example is included without comment. Keep in mind that in our examples we
have named the factors A, B, C, and D. As long as your data is arranged in some order with
one factor varying the most rapidly within another factor, etc; you can call these factors A,
B, C, and D where your factor called A will vary the slowest, etc.

Example (Factorial)--two Blocks, two levels of Factor A, three levels of factor B, two sam-
pling replications:

DATA ENTRY OPTIONS
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FORM 1 FORM 2

OBS.# Variable #1 OBS.# Variable#1 Variable#2
1 Blki A1 B Rep: 1 Blki A1 B Rep: Rep:
2 Rep: 2 B2 Rep: Rep:
3 B: Rep: 3 Bs Rep: Rep:
4 Rep: 4 Az B Rep: Rep:
5 Bs Repx 5 B: Repl Repz
6 Rep2 6 Bs Rep: Rep:
7 A: B Rep: 7 Blk: A1 B: Rep: Rep:
8 Rep: 8 B: Rep: Rep:
9 B- Rep: 9 Bs Rep1 Rep:
10 Rep: 10 Az B Rep: Rep:
11 Bs Rep: 11 B2 Rep: Rep:
12 Rep: 12 Bs Rep: Rep:
13 Blk: A1 B: Rep:1

The order of the observations must be as shown above to get the correct results. In general,
the levels of blocks will vary slower than levels of factor A, B, C, D and replicates within cells
vary the fastest.

Nested Design

The form of the data structure for the nested or mixed design is quite similar to that
previously described for the Factorial Designs. As far as the program is concerned, the
nested design is considered to be in a factorial arrangement. The program will calculate the
sum of squares, etc., as if the design were a factorial design and then pool the appropriate
terms to form the nested or mixed design which you specified.

As you may have already noted, the design must be balanced. This means that if factor C is
nested within factor A and is denoted as C(A), then there must be exactly the same number
of levels of factor C within each level of factor A. You may wish to refer to the Discussion
section to familiarize yourself with the design arrangements for a nested design as compared
to a factorial design.
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Perhaps an example of a completely nested design structure would be helpful at this time.
Suppose that within each of five sections of land we select two lakes at random. From each
lake assume that three random positions in the lake are chosen at which we select two
samples. Suppose further that the samples are each divided into two beakers and are
analyzed separately. Assume that three responses are measured: Yi=Var.1=ppm lead,
Yz2=Var.2 =ppm zinc, and Ys=Var.3 = ppm copper.

In this experiment, we will designate the five land sections as the levels of factor A, the
various lakes as levels of factor B, and the position as levels of factor C. Notice that factor B
is nested in factor A, and that factor C is nested within factor B. These relationships are
commonly denoted by B(A) and C(B) respectively.

For the first form of data arrangement, the two samples per position in the lake will be
shown as stored in subsequent observations (down) rather than in an additional variable
(across). A dash (—) indicates a numerical value which would be entered in BSDM.

Form 1
Obs# Varl=Y: Var2=Y: Var3=Y: | Sample Position Lake Section

1 - - - 1 P L. Sec1
2 - - - 2 - . -

3 - - - o1 P2 - -

4 - - - 2 - - -

5 - - - 1 Ps - -

6 - - - 2 - - -

7 - - - 1 P1=Pas* L. -

8 - - - 2 - - -

9 - - - 1 P:=Ps - -
10 - - - 2 - - -
11 - - - 1 P3=Ps - -
12 - - 2 - - -
60 - - - 2 Ps=Ps L2=Lio* Secs

* Within each lake the “first”” position P, has no relationship with the *‘first” position in another lake; hence we have a total of thirty different lake positions.

** Since each section has two lakes selected from it, there are a total of ten lakes studied in this project.



The other form of data entry for this nested design would use twice as many variables since
each sample would be included as another variable rather than another observation. Hence
the last row would look like:

Samplel Sample2 Samplel Sample2 Samplel Sample 2

Obs# Varl =Y: Var2=Y: Var3=Y: Vard=Y: Var5=Y3 Var6=Y:
30 - - - - - -

With a little practice you will find that it is quite easy to structure your data so that the Nested
Analysis will correctly recognize your data set.

Mixed designs must be entered via the BSDM routines in a similar manner. Keep in mind
that whichever factor you call D must have its levels varying more rapidly than factor C
which in turn varies faster than factor B. The levels of factor A will change only after each
level of factor B have appeared once.

Note
BLOCKS as described in the Factorial Design are not considered
for the Nested Design. That is, you will not be asked any questions
concerning blocks (major replications) of this design.

Split-Plot Design

In terms of the data structure in the BSDM routine, it is immaterial whether one is using a
Split-Plot Design or a Factorial Design. Both designs are the same in terms of the data
arrangement in BSDM. Examples representing the two modes of data arrangement for the
minor replications (samples) will be shown below. Consider a split-plot experiment in which
the pull-off force necessary to remove boxes from a tape is to be studied (see Hicks pp 219-
222, 226). Two complete replications (blocks) of the following experiment were performed.
Three long strips of tape with boxes attached were chosen to represent three different
methods of attaching the boxes to the strips. A chamber was used to study the effects of
three humidity levels (50, 70, and 90%) on the pulling force of three boxes. The ex-
perimental procedure called for randomly choosing one of the three humidity levels and
adjusting the chamber to maintain that level. Two portions of each of the three strips were
placed in the chamber for a specified period of time. The pull-force was then measured for
each of the six portions of strip. Subsequently, one of the two remaining levels of humidity
was randomly chosen and the process was repeated. Finally, the last level of humidity was
maintained in the chamber. Upon completion of the first three humidities times three strips
times two samples = 18 measurements, the entire process was repeated again in a random
fashion.
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The reason that this is a split-plot design and not a factorial is because of the ordering of the
measurements of pull force. Since it was not deemed possible to randomly investigate the
effects of humidity and strip type on the pull force response, we have a restricted rando-
mization of the split-plot type.

The two forms for specifying the sample replications are shown below. Note how the factor
names A and B have been assigned to the factors in this experiment and how that corres-
ponds to the data arrangement as shown. Only one response variable is necessary for this
design.

FORM 1
Y = pull force B A
OBS# Variable 1 Sample Humidity Strip Block

1 1 50% S1 B1
2 2
3 1 70%
4 2
5 1 90%
6 2
7 1 50% S2
8 - 2
9 - 1 70%
10 - 2
11 1 90%
12 2
13 1 50% S3
14 2
15 1 70%
16 - 2
17 - 1 90%
18 - 2
19 - 1 50% S1 B2
36 : 2

In this experiment we would specify two blocks (major replications). Factor A (strips) has
three levels, factor B (humidity) has three levels, and there are two samples for mode 1 (all
samples wihin the same variable). Later, in the Split-Plot Design program, we would specify
that factor B (humidity) is the whole plot while factor A (strips) is the subplot. As the
experiment is described above, the humidity factor (B) would be in the whole plot even
though it does not vary as fast as the strip factor (A). We could have entered our data in a
manner which would have had the levels of humidity varying the slowest. Then we would
identify humidity as factor A.



235

The second mode of sample specification for this example would require two variables, say
variable one and variable two.

FORM 2
Y = pull force B A
OBS# Varl=Samplel Var2=Sample2 | Humidity Strip Block

1 - - 50% S B:
2 - - 70%

3 - - 90%

4 . - 50% Sz

5 - - 70%

6 - - 90%

7 - - 50% Ss

8 - - 70%

9 - - 90%

10 - - 50% S B:
11 - - 70%

12 - - 90%

13 - - 50% S:

14 - - 70%

15 - - 90%

16 - - 50% Ss

17 - - 70%

18 - 90%

One-Way Design

The one-way design, or one-way classification as it is sometimes called, has three possible
forms of data organization or structures in BSDM. These three forms are identical to the
forms for the ONE-WAY ANALYSIS OF COVARIANCE except that the covariance analysis
will expect both a response variable, Y, and a covariate, X, to be specified while the
ONE-WAY DESIGN expects only the response variable Y.

The first mode of data organization for the one-way classification uses t variables in BSDM
to specify the t treatments in this design. Consider an experiment in which four types of
“mums’’ were investigated in a greenhouse experiment. Suppose two responses were mea-
sured: diameter (Y1) and plant height (Yz2). The data was collected in two separate years
(subfiles) with approximately five pots per variety. One possible organization of this data is
as follows:
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Mode 1 Example

Variable 1 2 3 4 5 6 7 8

Response Y: Y: Y: Y: Y: Y: Y: Y:
Treatment/Variety Type 1 Type 2 Type 3 Type 4

OBS#

Subfile 1 - - - - - - - -
1975 2 - - - - - - - -
4 - - MV MV - - - -

5 - - MV MV MV - MV MV
Subfile 6 - - - - - - - -
1976 7 - - - - MV - - -
8 MV MV - - - - - -
9 MV MV - - - MV - -
10 MV MV - - - - - -
11 MV MV MV MV - - - -

Here. a dash (—) indicates a numerical value is present, and MV indicates that a missing
value is assigned to this position.

Note
The arrangement shown above has provisions for missing values
to accommodate the various number of pots per treatment (varie-
ty). The two subfiles do not have the same number of pots per
treatment. The MV operation must be used to ‘square-off’ the
sample sizes for each variable.

You would tell the program that variables one, three, five, and seven represent the four
treatments for the first response (diameter). You would then specify the subfile number.
The program would then assume that the sample size is five if subfile one is specified and six
if subfile two is specified. If subfiles are to be ignored, then a sample size of 11 would be
assumed. Of course all calculations within the program would check for missing values (MV)
and delete those values from the calculations. Subsequent to the analysis on the first
response, Y1, you may remain within this subfile and specify another response, say Y-.
Finally, you may select another subfile and/or variables for further analysis.

The second mode for possible data organization within the BSDM structure uses only one
variable for each response. Within this response variable, the treatment observations are
assumed to be contiguous. You specify the number of observations in each treatment
including any missing values. The program assumes that the first observation in the first
treatment is observation number one if the first subfile is chosen or subfiles are ignored, or
the first observation within the specified subfile. Thereafter, the subfile is partitioned into t
nonoverlapping but connected intervals - one corresponding to each treatment. Hence, for
the example with four treatments and two response variables, one possible arrangement
might be:
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Mode 2 EXAMPLE

Variable

1 2 Treatment#
OBS# Y: Y: (Variety#)

- ; 1

SUBFILE 1
1975

oD P om o000 R WN -
1
1

SUBFILE 2 18 - - 1
1976 19 - -
20 - - 2
21 - -
22 - -
23 - -
24 - -
25 - - 3
26 MV -
27 - -
28 - MV
29 - -
30 - -
31 - - 4
32 - -
33 - -
34 - -
35 - -
36 - -
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Note

The sample sizes for the first subfile of each variable would be
five, three, four, and four, respectively. For subfile two, the sam-
ple sizes would be two, five, five, and six. Of interest is the com-
parison between the number of data storage positions needed for
the two modes of arrangement. For mode 1, the number of posi-
tions required would be 11 observations times 8 variables = 88.
For the second mode, the number required is 36 observations
times 2 variables = 72. In many cases, if there are several missing
values you may conserve available memory locations by using the
second mode of arrangement.

The third mode of data entry allows for treatments which are not necessarily connected
within one variable. Each treatment is composed of a contiguous set of observations. Since
this mode of data arrangement may choose treatment groups throughout the data set, it is
not possible or necessary to specify subfiles. The arrangement of the data is similar to the
arrangement described for method 2, however it is possible to have ‘‘gaps’ or “‘holes’ in
the data set.

Consider the example described above. Suppose it is desired to compare 1975 variety #2
with the 1976 variety #2 for both responses (Y: and Yz). Please refer to the Mode 2
Example and note that we would need to compare observations 6, 7, and 8 with observa-
tions 20, 21, 22, 23, and 24. The first three specified observations are from variety #2 in
subfile one which is the 1975 data set and the other five values are from variety #2 in subfile
two which is the 1976 data set.

Note that although this mode of data arrangement is quite similar to Mode 2, it does provide
for more freedom on the part of the data analyst in terms of which treatments are to be used.

Two-Way (Unbalanced) Design

The unbalanced nature of this design makes it more complicated in terms of the data
arrangement. It will not be possible to assume that the order of input is completely specified
by factor names such as factor A and factor B. This is because it is possible to have not only
different numbers of minor replication (samples) within each treatment combination (levels
of factor A and factor B), but also to have one or more cells completely missing. Of course,
the absence of certain cells is not a desirable characteristic of any factorial experiment;
however, there are certain situations in which missing cells naturally occur.

Therefore it is necessary for the BSDM data structure to provide for proper identification of
the row and column levels (factors A and B) as well as the particular sample number within
that cell. Two methods of specification are permitted for this type of design. The first ‘‘data
storage type’’ assumes that you will use three BSDM variables to specify the response
variable and factor levels. One variable will be used to store the particular response to be
analyzed at this time. One variable will be used for each of the two factors A and B. It is not
necessary to use a variable to specify the sample or observation number; however, you may
wish to do so in order to completely identify each observation.



Please note that the levels of factors A and B must be the integers 1, 2,...up to the number of
levels of each factor. Hence, if factor A has three levels 70, 80, and 120, you would store
these three levels in a variable as 1, 2, and 3 rather than 70, 80, and 120. The purpose of
this restriction is to conserve data storage allocation. Within the program you will be able to
specify the actual levels of the variables when this is necessary for the computation.

As an example of the first data storage type, suppose you have factors of time and tempera-
ture involved in an experiment which is designed to study the effects of these two factors on
the yield (Y) of a chemical process. Suppose you had used three time settings of 4, 5, and
7.5 hours and three temperature settings of 110, 115, 120° F. Assume that, for one reason
or another, from two to five samples were run at each treatment combination (temperature
and time condition). Further, let us assume that at the highest temperature and time condi-
tion, it was impossible to finish the experimental process. Thus, we can consider this ‘‘cell”
as missing. Assume two responses Y: and Y2 were measured on almost all samples. One way
to enter this data set in the BSDM program is as follows:

Mode 1 Example
BSDM Variable Number

2 3 4 A B
B Levels A Levels Sample Temp Time

110° 4 hrs.

<
o

2
<

115°

120°

110° 5 hrs.

115°

120°

110° 7.5 hrs.

115°
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120°
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Notes:
1. Observation number 26 is included to let the program know that the cell with
temp =120, time = 7.5 is missing in both responses.

2. Both observation #1 and #19 have one and only one missing response.

3. Although we have shown the 26 observations in a systematic arrangement, this is not
necessary except for your own information.

4. The specification of variable numbers in the analysis will identify which factor it
should consider as rows (factor A) and which it should consider as columns (factor B).

The second data storage mode allows you to conserve on variables by using only one
variable to identify both row and column levels. The levels are ‘‘packed’ into four digits as
xxyy, where xx identifies the row level and yy identifies the column level. Consider the
example described above. Using the packed form of storage we will need to allocate at least
three variables in the BSDM routine. One variable is needed for each response and one for
the ‘packed’ row/column identification. You may wish to use another variable to identify the
sample numbers or you might wish to use the ‘space’ after the row/column specification. For
example, suppose for the third row and second column you wish to identify the observation
by the index 74. The packed version would be 0302.74. The program will use only the first
four digits 0302 to identify the row and column numbers. Up to 6 digits may be input after
the decimal point for identification purposes.

The example described above may be entered via the BSDM routine as follows (for the first
ten and the last three observations):

Mode 2 Example
BSDM Variable Number

Obs 1 2 3 A B
# Y: Y2 ID
XXYy Obs# Temp Time

MV - 0101 110° 4 hrs.
- - 0101
- - 0102
- - 0102

0102

- - 0103

- - 0103

- - 0103

- - 0103

- 0201

115°

120°

OIS W~
1
1

110°

—
jen]
i
o D GO DN WD) D)

24 ] ] 0302
25 ; ) 0302
26 MV MV 0303

— W N

120° 7.5 hrs
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One-Way Covariance

The three forms of data arrangement for the one-way analysis of covariance are the same as
the one-way design except that both a response variable (Y) and a covariate (X) must be
specified. Hence, for the example previously described for mode 1 of the one-way design
you would need to specify 12 variables of the BSDM data set and specify a covariate for
each treatment set. If different covariates are to be used with the two response variables,
then you would need 16 variables. One possible ordering of these variables and treatments
for the ith observation is as follows:

I Type 1 Type 2 Type 3 Type 4
Variable# 1 2 3 4 5 6 7 8 9 10 11 12
X Y: Yz X Y: Y: X Y: Y X Y. Y2

For both mode 2 and 3, you would need to specify one additional variable number as the
covariate for each dependent variable. Of course the response variables may use the same
covariate in the analysis.
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Factorial Design
Object of Program

This program will calculate the complete analysis of variance table for a two-, three-, or
four-factor, completely balanced experiment. There may be multiple observations per cell
and the entire experiment may be replicated in blocks. The program will automatically print
out all main effect and two-way interaction means. If three- or four-way interactions exist,
these interaction means may be printed. If there is more than one observation per cell, then
tests for homogeneity of variance may be computed. If the experiment has not been repli-
cated. or only one observation per mean is present, there will be no F values computed. All
F tests assume that the factors are fixed. A label of up to ten characters may be assigned to
each factor.

Typical Program Flow

L Input data via BSDM I

I Select advanced statistics J

l

L Insert program medium |

l Choose factorial design I

1

l Specify variables and subfiles |

I

Main effect means two way
interaction means are printed

1

I AQV table l

l

| Test for homogeneity of variance

1

Perform auxillary routines,
e.g., interaction plot

Special Considerations

See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structures section before entering your data through Basic Statistics
and Data Manipulation.

References
1. Cochran, W.G. and Cox, G.M., Experimental Designs, John Wiley and Sons,
Inc.,1957.

2. Snedecor, G.W. and Cochran, W.G., Statistical Methods, lowa State University Press,
1967.



Nested or Partially Nested Design

Object of Program

This program will calculate and print the AOV for any valid nested design. The program
does this by computing a general factorial and then combining sums of squares to get the
desired results. There can be up to five nested factors if samples are entered. This program
does not allow the experiment to be replicated in blocks. The program will not compute any
F ratios unless the design is a completely nested design. All non-nested main effects, main
effect means, and two-way interactions will be printed. If there are any non-nested, three-
way interaction means, they may be printed.

Possible Designs

All possible designs are displayed with arbitrary factors P, Q, R and S. In the program you
will be asked to match your factors (A, B, etc.) with these arbitrary labels to obtain the
design you desire. The notation, Q(P), means that factor Q is nested within factor P. The
following options are available.

Number of factors = 2

P
Q(P)
Number of factors = 3
Design 1 Design 2 Design 3
p P P
Q(P) Q Q(P)
R(Q(P) ) PQ R
R(PQ) PR
QR(P)
Number of factors = 4
Design 1 Design 2 Design 3 Design 4
P P P P
Q(P) Q Q Q(P)
R(Q(P)) R PQ R
S(R(Q(P))) PQ R(PQ) PR
PR S QR(P)
QR PS S
PQR QS PS
S(PQR) PQS QS(P)
RS(PQ) RS
PRS

QRS(P)
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Typical Program Flow

Input data via BSDM I

!

Choose Advanced Statistics option |

b

Insert program medium |

!

Choose nested and
partially nested design

!

Specify variables and subfiles ‘]

!

Main effect means two (or 3) way
interaction means are printed

!

AQV table

!

Perform auxillary routines,
e.g., interaction plot

Special Considerations
See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structure section before entering your data through Basic Statistics

and Data Manipulation.

References
1. C.R. Hicks ‘“‘Fundamental Concepts in the Design of Experiments’’ 2nd edition. Holt,

Rinehart and Winston, 1973.
2. D.C. Montgomery ‘‘Design and Analysis of Experiments’’. Wiley, 1976.
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Split Plot Designs
Object of Program

This program will calculate a general factorial and then combine sums of squares to form
specific error terms for the split plot or split-split plot design.

Blocks must be present and at least two factors are necessary. Up to three factors may be
specified and minor replications (samples) may also be declared.

All main effects and interaction means will be printed. All computed F tests assume the
factors are fixed.

Typical Program Flow

I Input data via BSDM |

!

Select Advanced Statistics option |

!

Insert program medium |

l

Select split plot design J

!

I Specify variables and subfiles I

!

Block and main effect means,
two way interaction means are printed

!

| AOV table

Perform auxillary routines,
e.g., interaction plot

Special Considerations

See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structures section before entering your data through Basic Statistics
and Data Manipulation.

References

1. C.R. Hicks ‘“Fundamental Concepts in the Design of Experiments’’ 2nd edition. Holt,
Rinehart, Winston, 1973.

2. D.C. Montgomery ‘‘Design and Analysis of Experiments’. Wiley, 1976.
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One-Way Classification
Object of Program

This program will perform a one-way analysis of variance for treatments of equal or unequal
size. You may give a ten character name to each treatment. For each treatment the name,
sample size, total, mean, and standard deviation will be printed. The analysis of variance
table will include all sums of squares and mean squares as well as the calculated F and the
probability associated with getting that F value or one larger. You also have control over
how many decimal places are to be printed on the output.

Typical Program Flow

| Input data via BSDM J

l

LSeIect Advanced Statistics option

!

| Insert program medium |

]

r Select one-way classification

!

I Specify variables and subfiles ]

!

I Summary statistics I

L AOV table —I
'

Perform auxillary routines,
e.g., muitiple comparisons

Special Considerations

See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structure section before entering your data through Basic Statistics
and Data Manipulation.

References

1. W.J. Dixon, F.J. Massey ‘‘Introduction to Statistical Analysis’> Third Edition.
McGraw-Hill, 1969.

2. G.W. Snedecor, W.G. Cochran ‘‘Statistical Methods’’ Sixth Edition. lowa State Uni-
versity Press, 1967.



Two-Way Unbalanced Design
Object of Program

The purpose of this program is to perform an analysis of variance on a two-way classifica-
tion with unequal subclass frequencies. The analysis may be performed in two ways.

If interactions are known to be present in the population, and all subclasses have at least
one observation, then the method of weighted squares of means should be used to test the
main effects.

If interactions are known to be absent in the population, or if at least one subclass has no
observations, then the method of fitting constants should be used. In any case, if at least one
subclass has no observations, the method of fitting constants must be used.

If it is not known whether or not interactions are present in the population, then a prelimin-
ary analysis of variance should be studied in order to test for interaction. If this test is
significant, then the method of weighted squares of means should be used. A significance
level of 0.25 may be used when testing for the presence of interaction.

Typical Program Flow

L Input data via BSDM I
l Select Advanced Statistics ]
l Insert program medium ]

I Select two-way ctassification -l

I Specify variables and subiiles]

!

| Summary statistics ]
| AOV table j

Perform auxiltary routines,
e.g., multiple comparisons

Special Considerations

See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structures section before entering your data through Basic Statistics
and Data Manipulation.

References

1. Bancroft, T.A. (1968). Topics in Intermediate Statistical Methods. The lowa State
University Press, Ames, lowa.

2. Searle, S.R. (1971). Linear Models, John Wiley and Sons.
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One-Way Analysis of Covariance
Object of Program

This program will perform a one-way analysis of covariance for equal or unequal sample
sizes. You may give a ten-character label to each treatment. For each treatment, a covariate
(X) and a response variable (Y) must be specified.

For each treatment, the number of observations in the treatment, the means and standard
deviations for the covariate (X) and the response (Y), the correlation between the two, and
the equation of the least squares line will be printed. For the overall data, the same things
will be computed and printed.

The corrected sums of squares tables will be printed and the analysis of covariance table
with the calculated F and the probability associated with getting that F value or one larger
will be printed.

Tests of the one-way analysis of variances for both X and Y, tests for equal slopes within
treatments, and significant pooled regression will be calculated and printed.

The adjusted means and the standard errors of the adjusted means will be printed. These
adjusted means will be saved for further analysis when doing multiple comparisons, or

treatment contrasts.

Any time an observation is found with either the covariate (X) or response (Y) missing, the
point will be deleted from the calculations.

You also have control over how many decimal places are to be printed on the output.



Typical Program Flow

I Input data via BSDM I

!

L Select Advanced Statistics option ]

!

I Insert program medium I

!

l Select one way analysis of covariance l

l

l Specify variables and subfiles |
[ Summary statistics are printed I

!

Within treatment
regression is performed

!

ANOVA table
One-way analysis of X variable
One-way analysis of Y variable

!

Test of homogeneity
of regression coefficiention

!

Test of homogeneity
of pooled regression coefficients

!

One way analysis of covariance table

!

Perform auxillary routines,
e.g., multiple comparisons

Special Considerations

See the General Information portion of this AOV manual for program limitations. Also,
carefully read the Data Structure section before entering your data through Basic Statistics
and Data Manipulation.

References

1. W.J. Dixon, F.J. Massey ‘‘Introduction to Statistical Analysis’’, Third Edition.
McGraw-Hill, 1969.

2. G.W. Snedecar, W.G. Cochran, ‘‘Statistical Methods’’, Sixth Edition. lowa State
University Press, 1967.
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F-Prob
Object of Program

Given the numerator degrees of freedom, and the denominator degrees of freedom, and an
F value>1, this program will calculate the probability that an F random variable has a value
greater than or equal to the given F value.

References

1. Boardman, T.J. (editor) 9830A Statistical Distribution Pac, Hewlett-Packard (PN
09830-70854), September, 1974.

2. Boardman, T.J. (editor) 9845A General Statistics Package.

3. Boardman, T.J. and R.W. Kopitzke, ‘‘Probability and Table Values for Statistical
Distributions’’, 1975, Proceedings of the Statistical Computing Section of The Amer-
ican Statistical Association, pp 81-86.



Orthogonal Polynomials
Object of Program

This program generates orthogonal polynomials. This allows you to determine if quantita-
tive factor levels with equal or unequal spacings in the levels are linear, quadratic, etc., in
their relationship to the response variable. The output includes the sum of squares, the
F-ratio and the P(F>comp F) for each degree polynomial.

Typical Program Flow

L Perform some type of AOV |
[ Select further analysis |
[ Select orthogonal polynomial |

!

Define the maximum degree
ot orthogonal polynomial

l

Orthogonal polynomial decomposition
on rows and columns

Special Considerations

Maximum Degree of Orthogonal Polynomial
For a one-way classification design, it must be less than the number of treatments.

For a two-way (unbalanced) design, it must be less than the number of levels of factor A.
For other designs, it must be less than the number of levels of the factor.

Enter zero if that factor is not a quantitative variable or if it is not desired to do orthogonal
polynomial comparisons on the factor.

Level Associated with Treatment (row, factor) #*i”’

When this question is asked, you should enter the quantity corresponding to this treatment
(for one-way design), or this row (two-way design), or the level *‘i"’ of factor k (for other
design).
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Contrasts
Object of Program
This program performs treatment contrasts on main effect means or on two-way means with
one of the factors held constant. This allows you to make any desired linear contrast of a set
of treatment means by entering an appropriate set of coefficients. The output includes the
user-entered coefficients, the contrasts, and the sum of squares, F-ratio and P(F>comp F)
associated with the contrasts.

Typical Program Flow

I Perform some type of AOV |

!

l Choose further analysis l

I Choose contrasts J

!

Choose 1. Main effect?
2. Two-way means?

T T
Enter the contrast Contrast on row enter
coefficients the level # of column
I to be held constant

| Result I

Special Considerations

How to Make a ‘““‘Contrast”
If the coefficients for the contrasts you enter are denoted by c(i), then one condition for
choosing the c(i) is that they must satisfy

2¢(i)=0

where i is summed over all levels of the factor of interest. Obviously, this implies that some
of the c(i) must be negative. Of course one or more of the c(i) may be equal to zero.

Let’s look at an example which demonstrates the procedure. Suppose you have a one-way
classification with four treatments. You find in the AOV table that you have a significant F
value. So, you reject the hypothesis that all the treatment effects are equal, i.e., you reject

HO:T1=T:=Ts=Ta.



You still don’t know exactly which treatments are significantly different from one another.
This is where you use a contrast. Suppose you want to know if treatment one is significantly
different from treatment three, i.e., you want to test the hypothesis

HO:T1=Ts, or HO:T: = Ts= 0
or, written in still another way
HO:1*T1 + 0#Tz —1%Ts + 0*Ta = 0

If the number of observations in each treatment are equal, then to specify the above
contrast all you need to do is to supply the coefficients of the treatments. That is, coefficient
one is 1, coefficient two is O, three is — 1 and four is 0. You must tell the program what the
coefficients (of the T’s above) are.

Suppose the number of observations for the four respective treatments are 6, 8, 7, and 6.
Suppose further that you want to test if treatment two is significantly different from treat-
ment four. Write the hypothesis as:

HO: O0*Ti+1#T2.+0*T3—1%Ta=0.

Then try the following procedure to determine your contrast coefficients, c(i). Form a table
using the number of observations for the ith treatment, n(i), as one column. Use the coeffi-
cients of the T’s in the above hypothesis as the last column. Call these coefficients c(i)n(i).

Remember, one condition for a valid contrast is that 2c(i)n(i) =0. So, check to make sure
that condition is satisfied. Then, make a column for your as yet unknown contrast coeffi-
cients, c(i). You should have the following table.

n(i) c(i) n{i)c(i)
6 0
8 1
7 0
6 -1

Now, just fill in the c(i) column. To do that notice that c(i) = n{(i) c(i)/n(i). So you obtain the
following.

n(i) c(i) n(i)c(i)

6 0 0
8 1/8 1
7 0 0
6 -1/6 -1

So, contrast coefficient one is 0, two is 1/8, etc.

Notice that the contrast coefficients for a given contrast are not unique. For example, the
above contrast would be performed if contrast coefficients of 0, 1/4, 0, —1/3 were given.
Also, a similar contrast would be obtained using 0, — 1/8, 0, 1/6 as the coefficients.
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Interaction Plots
Object of Program

This program will plot two-way interaction, or three-way interaction means. The two-way
interaction plot will be on one graph. You may decide which factor will be put on the X axis
as well as the spacing of the levels, and then the other factor will be plotted. Each interaction
line will be labeled indicating the level of the factor.

For instance, the three levels of a factor B will be labeled B1, B2, B3.

The three-way interaction plot will be plotted on several graphs. That is, a two-way interac-
tion will be plotted for each level of the third factor. The program will give you a prompt
when it is necessary to do the next page of the plot.

You may also have a legend drawn showing the length of the Least Significant Difference
(LSD) and/or the length of Tukey’s Honestly Significant Difference (HSD). To do these, it is
necessary to enter the critical value, error mean square, and its corresponding degrees of
freedom.

Special Considerations

Which interaction is to be plotted?

When this question is asked, enter the two letters corresponding to the two factors. The
input must be one of AB, AC, BC, AD, BD, or CD, and the one selected must be possible for
your data set.

What 3-way interaction is to be plotted?
When this question is asked, enter the three letters corresponding to the three factors. The
input must be one of ABC, ABD, ACD or BCD.

The label of the X-axis for an interaction plot.

The factor levels must be given in increasing order. Factors whose levels are not in increas-
ing order must be given arbitrary level codes if they are to be used on the X-axis of an
interaction plot.

References

1. C.R. Hicks, ‘““Fundamental Concepts in the Design of Experiments’’; Second Edition.
Holt, Rinehart, and Winston, 1972.

2. B.J. Winer, ‘‘Statistical Principles in Experimental Design’’; Second Edition. McGraw-
Hill, 1971.



Multiple Comparisons
Object of Program
This program allows you to select any one of five multiple comparison procedures to use on
either main effect means or two-way table means. You must input the appropriate tabled

values for the procedure selected. In addition, for the separation procedures for the two-
way means, you will need to specify the appropriate standard deviation to be used.

A separation table will be printed which should help you determine which treatment or
factor levels are significantly different from one another. For example, the following table
shows output for a set of treatments:

Factor A
Sample
Level Mean Size Separation
1 10.7 10 ab
2 9.8 9 a
3 11.7 10
4 15.8 8 c

We would interpret this table as showing that factor level 4 is significantly different from the
other levels of A since no other level has a ‘‘c’’ listed beside it. Also we see that level 1
cannot be distinguished from level 2 and level 1 cannot be distinguished from level 3. And,
level 2 can be shown to significantly differ from level 3 since they have no letters in com-
mon.

Of course, the conclusion one draws from the separation procedure may depend on which
procedure is used and the level of significance you choose.

Typical Program Flow

[ Perform some type of AOV |

l Choose further analysis |

l Choose multiple comparisons I

!

Main effect means,
two-way table means are printed

!

Choose the procedure
to be used (5 options)

!

Multiple comparison
is printed and/or plotted
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Special Considerations

Which factor/main effect should be used?
When this question is asked, you should input A, B, C, or D as the response.

What level of alpha are you going to use?
The value you input in response to this question is used for printout purpose only and not
for any calculations.

What table value should you use?
The following chart shows required inputs for tabled values:

Procedure# Table Notation Parameter Reference
1 Student’s t toe/z{df) df = error degrees of freedom (1.4)
2 Studentized range qa/2(p,df) p = # of means (6,4)
df = error degrees of freedom
3 Duncan’s g*a(p.df) p is as above but reducesby 1 top=2 (3)
4 Studentized range ga/z2(p,.df) p same as 3 (1,3,4)
5 Snedecor's F F:i)p—1,df) p = # of means (4,5)

¥ See references (1) and (2) for more information on all procedures.

Unequal sample sizes
In this case, the harmonic mean, no, sample size will be used where no=p/(1/n1+1/
n2’+..o + 1/np).

For the methods used in Multiple Comparisons, please refer to the Multiple Sample Tests
portion of the General Statistics section of this manual.

References

1. Boardman, T.J. and D.R. Moftitt (1971) *“‘Graphical Monte Carlo Type I Error for
Multiple Comparison Procedures’’. Biometrics 27:3, 738-744.

2. Carmen, S.G., and M.R. Swanson (1973) “‘Evaluation of Ten Pairwise Multiple Com-
parison Procedures by Monte Carlo Methods’’. Journal of the American Statistical
Association 68:341, pp 66-74.

3. Duncan, D.B. (1955). Multiple range and multiple F tests. Biometrics 11, 1-42.

4. Pearson, E.S. and Hartley, H.O. (1958). Biometrika Tables for Statisticians, Vol. 1.
Cambridge University Press, London.

5. Scheffe,H. (1953). A method for judging all contrasts in the analysis of variance.
Biometrika 40,87-104.

6. Tukey, J.W. (1953). The problem of multiple comparisons. Unpublished notes, Prin-
ceton University.



Factorial Design
Example

Twenty-four laboratory rats were deprived of food, except for one hour per day, for several
weeks. At the end of that time, each rat was inoculated with one of four doses of a certain
drug and, after one of three amounts of time, was fed. The weight (in grams) of the food
ingested by each rat was measured. The purpose of the experiment is to determine the
effect of the drug on the motivation of the rats.

A B
Time before feeding Dosage (mg/kg)
(hours) .
1 .3 .5 7

9.077 5.63 4.42 1.38

1 8.77 8.76 3.01 3.96
5 9.16 11.57 5.22 5.72

11.82 11.53 9.21 4.69
9 16.08 10.37 7.27 5.48

14.65 14.46 6.10 9.28

The design for this experiment is a two-way factorial with three levels of time and four
dosage levels of the drug. Two rats (observations) per experimental combination were used.
The data can be subjected to an analysis of variance in order to determine if there are
significant differences between the three times before feeding or the four dosages of the
drug. In addition, we can determine if there is a significant interaction between time and
dosage.

The F ratios indicate no significant interaction effect (F=.915), significant differences in
time levels (F=14.819) and dosage levels (F =19.533). The orthogonal polynomial decom-
position for the time factor (A) shows a significant linear effect. The decomposition for the
dosage factor (B) shows a highly significant linear effect and a cubic effect.

Even though the AB interaction (time or dosage) is not significant, a plot of the two-way
means was included to show results of the INTERACTION PLOT routine. A reference LSD
value is shown on interaction plot.
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HORARAOKAKRR KRR I K AR KRR K KKK KK KA KKK A KK KKK KKK KK KKK KKK KK KK K KK K KKK KKK K oK KoK K KK ok ok KoK K K
X DATA MANIPULATION X
ORI KOK HKOK K HOK 3K K KK 3K 3K 3K KK 3K K 3K 0K 3K K 3K 3K 0K 30K 3K KK K KK 30K 3K K K K OK oK 3K 5K 30K K 3K K 30K 3K 3K K 3K 3K oK 30K 3 OK 3 HOK 3K K ok X
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

DEPOFRATS : INTERNAL

Was data stored by the EBSADM system ?
YES

Is data medium placed in device INTERNAL
?

YES
Is program medium placed in correct device ?
YES

FOOD DEPRIVATION OF RATS

Data file name: DEPOFRATS:INTERNAL
Data type is: Raw data

Number of observations: ]
Number of variables:

foro

Variable names:
i. OBRS 4 WT
2. 0OBS 2 WT

Subfiles: NONE

SELECT ANY KEY

Select special function key labeled-LIST
Option number = 7
i List all data

Enter method for listing data:
3

FOOD DEPRIVATION OF RATS

Data type is: Raw data

Variable # § Variable % 2
(OBRS 1 WT ) (OBS 2 WT

OBS#
i ?.07000 8.77000
2 5.63000 8.76000
3 4.42000 3.01000
4 1.38000 3.96000
5 9.16000 11.82000
6 11.57000 11.53000
7 5.22000 9.21000
8 5.72000 4.69000
b4 16.08000 i4 65000
i0 10.37000 i4.46000
ii 7.27000 6.40000
i2 5.48000 9.28000



Option number = 7
0
SELECT ANY KEY

Enter number of desired funtion:
i
Number of factors in design ? (2, 3, or 4)

2

Number of levels of factor A

?

3

Number of levels of factor E

?

4

Number of blocks in this design ?

i

No. obs per trt combination in each block(sample)?
heel

[

Is the above information correct ?

YES

Do YOU want to assign names to the factors ?
YES

Enter the name for factor A ({ii characters)

?

TIME

Enter the name for factor R ({(ii characters)

? .
DUSAGE

Data entry option ?

2

Variable # for minor replication (sample) 1
?

i

Variable # for minor replication (sample) 2
?

2

No. of decimals for printing calc. valves((=7).
4

259

Exit list procedure

Select special function key labeled-ADV STAT
Remove BSDM media

Insert AOV2

Select factorial design

1, 5, and 9 hours

.1,.3, .5, and .7 mg/kg

Only 1 major replication

2 rats per experimental combination

Minor replications are stored in different
variables

KAOKAORIK KKK KA K KKK KA KK XK 3K K K KKK 3K K K KKK K 30K KKK 3K K 3K 3K 3K K KK 3K K 3K K KK KK KK KKK KK KKK KK KKK K
X FACTORIAL ANALYSIS OF VARIANCE X
HORIORAOKA KK KK KKK K KK KKK 3K KK 3 3K 3 KKK 3K KKK oK KKK 3K K 3K 3K K KK K KKK KKK 3K KKK KK OK K K K KK K K K K ok ok oK X

FOOD DEPRIVATION OF RATS

DESIGN
Number of factors = 2
No. of levels of factor A = 3
No. of levels of factor R = 4
No. of major replications (blocks) = |{
No. of minor replications (samples) = 2

Subfiles will be ignored
Response variable(s) are

Variable no. 1§ ORS 1 WT
Variable no. 2 ORS 2 WT
MEANS

¥ Overall mean = 8.2338

X Main Effect Means

Factor A - TIME Levels ( & - 3 ) :
5.62%0 8.6150 10.4643
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Factor B - DUSAGE lLevels ( £ ~ 4 ) -
11.5947 10,3867 5.87417

5.0850
¥ Two Way Interaction Means
Factor A — TIME down and Factor B - DOSAGE across
i 2 3 4

i 8.9200 7.19%0 3.74%0 2.6700

2 10.4900 11.5500 7.24%0 5.20%0

3 15.3650 12.4150 6.685%0 7.3800
ANOVA TAERLE

Factorial Analysis of Variance

Sovrce (Name) df Sums of Squares Mean Square F Ratio F-Prob
Total 23 339 .9634 14.7840
A TIME 2 ?5.304% 47 .6507 14.849 L0006
R DUSAGE 3 188.4283 62.8094 19.533 L0001
AR 6 17 .6478 2.9443 L9145 5168
Sampling Error i2 38.5858 3.2155%

NOTE: F tests assume that all factors are fixed
From the AQV table it can be seen that the

effects of Factor A and of Factor B are signifi-
cant, but interaction between Factor A and

Should tests for homogeneity of variance be made? Factor B is not significant.

YES

FACTOR LEVELS CELL STATISTICS

EBlk A R Mean Std Dev Variance Coef

Var %

S N | 8.9200 L2121 . 01450 2.38
i 1 2 7.4950 2.2132 4.8984 30.76
i 1 3 3.71%0 L9970 L9941 26.84
i 41 4 2.6700 1.8243 3.3282 68.33
1 2 1 10.4%900 1.8809 3.5378 17.93
1 2 2 14.55%00 . 0283 .6008 .24
i 2 3 7.2450 2.8244 7.9601 39.40
i 2 4 5.205%0 .7283 L8308 13.99
i 3 1 15.36%0 1.0442 1.0224 6.58
i 3 2 12.4150 2.8924 8.3640 23.29
i 3 3 6.685%0 .8273 L6844 12 .38
i 3 4 7.3800 2.6870 7.2200 36.41

Bartlett’s test

Chi squared = 141.0341 with 11 degrees of freedom
Prob( Chi squared > 11.03414) = 4410
Specify a new variable for this design ?

NO
Enter desired number:
4 Request interaction plot



KKK K A KK KKK KK K KK oK KK 3K KK oK K 3K KK 3K 3K 3K 3K KK 3K K 3OK KKK 3K 3K 3K 3K 3K 3K KK KK 3K KK KK 3OK KKK 5K OK K KK KKK 3 K 3K K

INTERACTION PLOT

AORKA KKK KKK KKK KK K KKK KK KK KK 3K KK 3K 3K KK 30K 3 KK K 3K OKOK 3K K K K 0K 30K 30K K KK KKK 3K K 50K HOK KKK KKK XK K K % K

Is this correct ?

YES

Plot which factor on the X axis : A,R

?

]

Enter 4 levels of factor EB(separate by commas):
?

.4,.3,.5,.7

Name of the response ? ({(ii characters)
WEIGHT

Enter Y minimum value. (lLess than 2.67 )

?

0

Enter Y maximum value. (Greater than 15.365 )
?

i6

Enter Y tic

i

¥ of decimal places for labelling Y axis({(= 6 )=
?

2

Should length of the LSD and/or HSD be plotted ?
YES

Error Mean Square to calculate the LSD and/or HSD.

3.21548
Error Mean Square to be used is 3.21548
t value for the LSD, or 0 not to plot the LSD.
2.179
& value for the HSD, or 0 not to plot the HSD.
0

t o= 2.179 L.SD

i

3.90733040255

Plot on CRT
?

NO
Plotter identifier string (press CONT if ‘HPGL’)?
Enter the select code, bus # (defaults are 7,5)?

Which PEN color should be vused?
i

Confirm design on CRT

From AQV table

t-tabled value
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Beep will sound when plot done,

then press CONT.
To interrupt plotting press ‘STOP’ key
Press CONTINUE when the plotter is ready.

FOOD DEPRIVATION OF RATS

16.00 ¢
15.80 1
14.008 ¢
13.08 ¢
12.00 1
11.08 ¢
18.96 1

WEIGHT

6.00 1
5.808 1
4.00 1
3.801

2.00 1
1.00

9.088 ¢
8.88 1
7.808 1

—

3

.1

AB Interaction

Are there any more plots to be made ?

NO

Enter number of desired funtion:

9

+

.é .5 .}
Factor B DOSAGE

Return to BSDM

=
o
.



Nested or Partially Nested Design

Example

In order to compare two methods of display, a group of six new Thanksgiving greeting cards
were selected. Eight stores were selected for the ‘‘promotional” display method and another
eight stores were used for the ‘“‘integrated’” display method. For each of the two methods and
each of eight stores per method, the same six card styles were compared using a response (Y)
which measured dollar sales adjusted for store size. The data for each type of display, store,
and greeting card style are shown below:

Display Method 1 - “Promotional’ (A)

Stores (C)
1 2 3 4 5 6 7 8
1 $1.21 1.49 1.76 1.52 0.65 1.96 1.21 1.57
Card 2 1.72 2.09 2.21 2.36 2.83 3.99 201 262
Style 3 1.72 1.44 1.84 0.91 1.30 7.61 2.01 3.27
(B) 4 0.29 0.92 0.37 0.72 0.43 3.99 235 471
5 1.44 2.09 1.84 2.36 1.96 3.26 2.01 1.70
6 443 3.66 0.51 1.78 2.13 5.58 141 2.75
Display Method 2 - “‘Integrated’ (A)
Stores (C)
9 10 11 12 13 14 15 16
1 $2.60 2.21 1.44 1.20 1.21 3.03 2.79 1.18
Card 2 1.67 1.16 1.73 1.92 4.84 2.88 4.10 1.48
Style 3 3.67 0.78 1.46 1.65 3.23 1.92 451 1.48
(B) 4 1.33 0.39 1.33 1.37 2.02 1.68 451 234
5 3.33 1.16 1.86 1.92 3.23 2.64 3.96 222
6 4.67 1.90 2.61 3.27 2.26 2.36 230 1.55

The mixed nested AOV for this model with factor A (display), factor C (stores) nested in factor
A, and factor B (card style) crossed with A and C is shown below. The proper MS for testing
differences between the two methods of display is C(A). Notice that the F ratio would be less
than one = .42135/4.85529 indicating no significant difference between the methods as well
as a considerable amount of store to store variation in the adjusted sales value. There
does,however, appear to be significant differences between the population means for card
types, i.e. F=2.57257/.92726 =2.77 which is significant at the .024 level.

A fairly standard procedure for the response variable Y considered here is to transform this
response by Y*= 1In(Y+1) in order to achieve a more homogeneous and consistent re-
sponse. The next analysis of variance is performed on this new response. The net result is that
the F ratio for differences in card type means is even more highly significant (3.93 versus
2.77).
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An LSD multiple comparison procedure was done on the six card styles. The results of this
comparison show significant differences between style four and all others except style one
with certain other differences existing as well. However, if one were looking for the highest
adjusted daily sales, one should probably choose one of styles five, two, or six since they were
not significantly different from one another but were different from the other styles (although
three is questionably different).

K KKK 3K KKK KK 3K 5K K KK 3K 3K 3K 3K 3K 0K 3K 3K 3K 3K K K KK KKK 3K OKOK K 3K 3K K K 3K 3K 3K K KK 3K 0K 3K 3K 3K KoK KKK K KKK KKK KOK K KK
X DATA MANIPULATION X
3K KK KK KK KKK K K KKK KKK KKK KKK KKK KK 3K KKK KK K K 3K 3K KKK KK K 3K K KK KK KKK K K KKK K KKK KK KK oK K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

N Raw data

Mode number = ?

2 From mass storage

Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

GRETINGCDS: INTERNAL

Was data stored by the BSADM system ?

YES

Is data medium placed in device INTERNAL

?
YES

Is program medium placed in correct device 7
YES

THANKSGIVING GREETING CARD EVALUATION

Data file name: GRETINGCDS: INTERNAL

Data type is: Raw data
Number of observations: ?6
Number of variables: i

Variable names:
1. DESIGN

Subfiles: NONE

SELECT ANY KEY

Select special function key labeled-LIST
Option number = ?
1 List all the data

THANKSGIVING GREETING CARD EVALUATION

Data type is: Raw data

VARIAELE # 4 (DESIGN)

I OBS(I) OBS(I+1) OBSCI+2) ORS(I+3) OBRS(I+4)
i 1.24000 1.49000 i.76000 i.s2000 .65000
6 1.96000 i.21i000 1.57000 i.72000 2.09000
i1 2.21000 2.36000 2.83000 3.99000 2.04000



ié6 2.62000 1.72000 1.44000
24 1.30000 7.61000 2.04000
26 .92000 .37000 .72000
31 2.35000 4.74000 1.44000
346 2.36000 1.96000 3.26000
41 4.43000 3.66000 .51000
46 5.58000 1.41000 2.75000
51 1.44000 i.20000 1.241000
Sé 1.18000 1.67000 i.16000
61 4.84000 2.88000 4.10000
66 .78000 1.46000 1.65000
74 4.51000 1.48000 1.33000
76 1.37000 2.02000 1.68000
81 3.33000 1.16000 1.86000
86 2.64000 3.96000 2.22000
91 2.64000 3.27000 2.26000
?6 1.55000
Option number = ?

0
SELECT ANY KEY

Enter number of

2

desired funtion:

Number of facters in design ? (2, 3, or 4)

3
Number of level
?

2

Number of level
?

6

Number of level
?

8

Number of sampl
i

Is the above in
YES

Which design (b
3

Which factor is
?

A

Which factor is
?

c

Do YOU want to
YES

Enter the name
?

DISPLAY

Enter the name
?

CARD STYLE
Enter the name
?

STORES

No. of decimal
4

s of factor A

s of factor E

s of factor C

es ?
formation correct ?
y number) is to be used ?

P: A,R,C

@: B,C

assign names to the factors ?

for factor A ({ii characters)

for factor B ({ii characters)

for factor C ({ii characters)

places to print calculated values.

.84000
.27000
.43000
.09000
.01000
.78000
.60000
.03000
.73000
.48000
.23000
.39000
.54000
.92000
.67000
.36000

O =

Nd P> Gisr = GIfg TR0

Exit list procedure

Select special function key labeled-ADV STAT

Remove BSDM media
Insert AOV2 media

Choose nested design

FO P GITO P POl T TS = 0

.91000
.29000
.99000
.84000
.70000
.13000
.21000
.79000
.92000
.67000
.92000
.33000
.34000
.23000
.90000
.30000

Shown on CRT, specify design type.
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KK KK KKK KKK KK 3K K 3K K KKK K K K K K 3K K K K KK K K 3K K KK 3K 3K K oK 30K 30K 3K K 0K 30K KK 33K KKK K KKK KOk ok 3ok KKKk ok K K
NESTED ANALYSIS OF VARIANCE
K AOK K HOK IR KKK KK IR K K K KKK KKK K 3K KKK K KK 3K K KOK K KK KK KK KK K KK KK 3K KKK KKK KKK KK KKK KK KKK X

THANKSGIVING GREETING CARD EVALUATION

DESIGN
Number of factors = 3
No. of levels of factor A = 2
No. of levels of factor R = 6
No. of levels of factor C = 8
No. of minor replications (samples) = 1§

Response variable(s) are :
Variable no. i DESIGN

MEANS
¥ Overall mean = 2.2327

X Main Effect Means

Factor A — DISPLAY lLevels ( 1 - 2 )

2.1665 2.2990

Factor B - CARD STYLE Levels ( 1 - 6 )
1.6894 2.47%6 2.4250 1.7969 2.3142
2.6984

Factor C - STORES Levels ¢ £ - 8 ) :
2.3400 i.6079 1.5800 1.7483 2.4742
3.4083 2.7642 2.2392

¥ Two Way Interaction Means

Factor A ~ DISPLAY down and Factor B - CARD STYLE across

1 2 3 4
s &
i 1.4243 2.4788 2.942S 1.722%
2.0825% 2.7812
2 1.957% 2.4725 2.337% 1.8742
2.5400 2.6150
Factor A - DISPLAY down and Factor C - STORES across
i 2 3 4
S 6 7 8
i 1.8017 1.9483 1.4217 1.6083
1.5500 4.3983 1.8333 2.7700
2 2.8783 1.2667 1.7383 {.8883
2.7983 2.4483 3.6950 i.7083
Factor B - CARD STYLE down and Factor C - STORES across
i 2 3 4
S 6 7 8
i 1.90%0 1.8%00 1.6000 1.3600
L9300 2.49%0 2.0000 1.37%0
bt 1.695%0 1.62%0 1.9700 2.1400
3.835%0 3.4350 3.055%0 2.0500
3 2.69%0 1.44100 1.6500 1.2800
2.26%0 4.7650 3.2600 2.37%0
4 .8400 . 6550 .8500 1.04%0
1.2250 2.8350 3.4300 3.525%0
S 2.38%0 1.6250 1.8500 2.1400



2.5950
6 4.5500
2.1950

Shouvld the 3-~way means be printed ?
NO

ANOVA TABLE

Nested Analysis of Variance

2.9500
2.7800
3.9700

res

2.9850 1.9600
1.5600 2.525¢0
1.85%0 2.14500

Mean Square

F=2.77 significant
at a=.02.

Source (Name) df Sums of Squa
Total 99 148
A DISPLAY i

cea i4 67.
B CARD STYLE S 12.
AR ) i.
CE(A) 70 64 .

Enter desired number:
7

Enter number of desired funtion:
4

SELECT ANY KEY

SELECT ANY KEY

Select option desired

i

Transformation number = ?

i

Variable number corresponding to X
i

Parameter a = ?

i

Parameter b = ?

i

Parameter ¢ = ?

i

Store transformed data in Variable
?

2

Variable name ({= 10 characters) =
LNC(Y+4)

Is above information correct?
YES
Press ‘CONTINUE’ when ready.

r

The following transformation was performed:

where a =
b = 4
c = 4

X is Variable # {

Transformed data is stored in Variable # 2

There is a significant difference between the
population means for card types but not be-
tween the types of displays.

Exit nested design

Return to BSDM

Select Transform key

Algebraic transformation

ax(X*b)+c

(LN(Y+1)) .
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Select option desired

i Another algebraic transformation
Transformation number = ?

3

Variable number corresponding to X = ?
jel

[

Parameter a = ?

i

Parameter b = ?

i

Parameter ¢ = ?

0

Store transformed data in Variable # ( (= 3 )
?
2

Is above information correct?
YES

Press ‘CONTINUE’ when ready.

The following transformation was performed: aXln(bX)+c

where a = 1§
b = 4
c = 0

X is Variable % 2
Transformed data is stored in Variable # 2 (LN(Y+1)).

Select option desired

0 Exit transformation routine
PROGRAM NOW UPDATING SCRATCH DATA FILE

SELECT ANY KEY Select LIST key

Option number = ?

i

Enter method for listing data:

3

THANKSGIVING GREETING CARD EVALUATION

Data type is: Raw data

Variable # § Variable # 2
(DESIGN ) (LN(Y+1) )

OBS#
i 1.21000 .79299
2 1.49000 .91228
3 1.76000 1.01523
4 1.52000 .92426
5 .65000 .50078
6 i.96000 1.08549
7 i.21000 .79299
8 1.57000 .943914
9 i1.72000 1.00063
i0 2.09000 1.12847
i1 2.21000 1.16627
ie 2.36000 1.21194
13 2.83000 i.34286
14 3.99000 1.60744



R SR

N =

WS

ISP IgP oS TS0

Gl DIOD i B TGRSR P TRO -

Dl ol Tl s Ll el

GIifg & = Mo >

.01000
62000
72000
. 44000
.84000
.91000
30000
64000
.01000
27000
. 29000
.92000
37000
.72000
43000
.99000
35000
71000
. 44000
09000
. 84000
. 36000
96000
. 26000
01000
.70000
. 43000
66000
.51000
.78000
43000
.58000
.41000
75000
60000
.21000
44000
.20000
.21000
03000
79000
.18000
67000
16000
. 73000
.92000
.84000
.88000
.10000
.48000
67000
.78000
. 46000
.65000
.23000
.92000
.51000
.48000
.33000
.39000
.33000
. 37000
02000
. 68000
.51000
. 34000
.33000

- > -

= T

L T e  al l al o L V

-

- el el e

[T

.10494
.28647
.00063
.89200
. 04380
.64710
. 83294
15292

.10494
L4514 614
.25464
65233
.31484
.54232
. 35767
.60744
.20896
.74222
.89200
.12817
.04380
.21194
.08549
.A4927
.10494
.9932%
.69194
53902
L4421 4
. 022245
.14403
.88403
.87963
.32176
.28093
.16627
.89200
.78846
.79299
.39377
.33237
.77932
.98208
.770414
.00430
.07458
.76473
. 35584
.62924
.90826
.54146
.576614
.90016
.97456
.44220
.07458
.70656
.20826
. 84587
. 32930
. 84587
. 86289
.10526
.98%82
.70656
.20597
. 46557
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82 1.16000 L7704 14

83 1.86000 1.05082

84 1.92000 1.07458

85 3.23000 1.44220

86 2.64000 1.29198

87 3.96000 1.601414

88 2.22000 1.46938

89 4.67000 1.735%19

20 1.90000 1.064714

91 2.61000 1.28371

92 3.27000 1.45%461

?3 2.26000 1.18473

94 2.36000 1.24194

95 2.30000 1.19392

96 1.55000 . 93609
Option number = ?
0 Exit list procedure
SELECT ANY KEY

Return to AOV2

Enter number of desired funtion:
2 Select nested design
Number of factors in design ? (2, 3, or 4)
3
Number of levels of factor A
?

2

Number of levels of factor B

?

6

Number of levels of factor C

?

8

Number of samples ?

i

Is the above information correct ?

YES

Which design (by number) is to be used ?

3

Which factor is P: A,R,C

?

A

Which factor is Q: E,C

?

¢

Do YOU want to assign names to the facters ?
YES

Enter the name for factor A ({(ii characters)
?

DISPLAY

Enter the name for factor B ((ii characters)
?
CARD STYLE

Enter the name for factor C ({(ii characters)

?

STORES

Which variable number contains the response ?

el

[~

No. of decimal places to print calculated values.
4
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0K KKK KKK 3K KK KK 3K KK oK KoK KK KK K oK 3K ok K 3K KK oK KK KK oK 3K KoK 3K oK KK K 3K K 3K KoK 3K KKK 3K 3K 30K XK 3K K K 5K oK 30K 3K K K KKK 0K K K K
NESTED ANALYSIS OF VARIANCE
KKK KKK KK 3R K 3K 30K 3K K 3 3K oK KK 3K 3K oK KK K 3K oK 3K 3K 2K K 3K K K oK 3K 5K oK 3K 3K 3K 3K K 30K 3K 3K K 30K 3K K 3K KK 3K 30K K 3K K 3K K 30K 3 KK KKK 3OK K K K

THANKSGIVING GREETING CARD EVALUATION

DESIGN
Number of factors = 3
No. of levels of factor A = 2
No. of levels of factor R = &
No. of levels of factor C = 8
No. of minor replications (samples) = 1§

Response variable(s) are :
Variable no. 2 LNCY+4)

MEANS
X Overall mean = 1.4068

X Main Effect Means

Factor A ~ DISPLAY Levels ( 1 - 2 )

1.07414 1.1426
Factor B -~ CARD STYLE lLevels ( £ ~- 6 ) :
L9624 i.2082 1.4403 .910% 1.4730
1.2469
Factor C -~ STORES Levels ( 4 - 8 ) :
1.4236 .9408 .9144 .9847 1.082%
1.4248 1.2798 {.1372

¥ Two Way Interaction Means

Factor A - DISPILLAY down and Factor B - CARD STYLE across

i 2 3 4
S 6
i .8710 1.2307 1.4404 .83%0
1.4432 1.2365%
2 1.0533 1.18%8 1.14014 . 9859
1.2329 1.25%74
Factor A — DISPLAY down and Factor €C - STORES across
i 2 3 4
S b6 7 8
i .9388 1.0420 .B327 L9267
.8767 1.6340 1.0342 1.2899
2 1.308% L7795 . 99614 1.0368
1.2882 1.2418% 1.5283 .9845%
Factor B - CARD STYLE down and Factor € - STORES across
i 2 3 4
S 6 7 8
i 1.0370 1.0393 L9936 .8%64
. 6469 1.239% 1.0627 . 8616
2 . 9944 . 94914 1.08%3 1.14418
1.5%38 1.4816 1.36%6 1.0974
3 1.2709 .7343 L9720 .8108
1.1376 1.6123 1.4043 1.1799
4 .5%03 .4908 .5803 L7026

L7345 1.2966 1.4578 1.4741%
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5 i.1788 . 94914 1.0473 1.4448
1.2637 1.3706 1.3517 1.0843
) 1.7136 1.3049 ' .B479 1.2370
1.1614 1.5480 1.0368 1.1289
Shouvld the 3-way means be printed ?
YES
¥ Three Way Interaction Means
Factor A - DISPLAY, Level § .
Factor B - CARD STYLE down and Factor C ~ STORES across
i 2 3 4
S 6 7 8
i L7930 .9123 1.01%2 L9243
.5008 1.08%2 L7930 . 9439
2 1.0006 1.1282 1.1663 1.2449
1.3429 1.6074 1.4019 1.286%
3 1.0006 . 8920 1.0438 L6474
.8329 2.4%29 1.1049 1.4546
4 . 2546 L6523 . 3448 .5423
.3%77 1.6074 1.2090 1.7422
) .8920 1.1282 1.0438 1.2149
1.08%2 i.4493 1.5049 .9933
[ 1.6919 1.5390 L4424 1.022%
1.1440 i.8840 .B796 1.32418
Factor A ~ DISPLAY, Level 2
Factor B - CARD 8TYLE down and Factor C - STUORES across
i 2 3 4
S ) 7 8
i i.2809 1.1663 . 8920 .788%
L7930 1.3938 1.3324 .7793
2 . 98214 L7701 1.0043 1.0716
1.7647 1.35%8 1.6292 .9083
3 1.5442 .8766 .9002 .9746
1.4422 1.0746 1.7066 .9083
4 .84%9 . 3293 .845%9 . 8629
1.1053 . 9858 1.7066 1.2060
S 1.465%6 L7704 1.0508 1.0746
1.4422 i1.2920 1.6014 1.1694
) 1.7352 1.0647 1.2837 1.4516
1.1847 1.2119 1.1939 L9364

ot Note: Below AOV table does not show F
ANOVA TABLE ratios because the appropriate error mean

Tm T mmm—— square depends on the design.
Nested Analysis of Variance

Source (Name) daf Sums of Squares Mean Square

Total ?5 12.5%34 L1324

A DISPLAY i .122% L1228

cA) i4 $.3373 .3842

E CARD STYLE S 1.518% L3037 F=3.93
AR S .1687 L0337

CE(A) 70 5.4062 L0772

This table shows the differences among card
styles are even more significant.

Specify a new variable for this design ?
NO

Enter desired number:

3 Multiple comparisons
Is the design displayed on the CRT the latest one?

YES



AOKOK KK 3K KK KK KK 3K 3K KK KK 3K KK 3K K 3K 3K 3K K 3K 3K 3 3K K KK 33K 5K 3K K KK 30K 5K K 3K KK KK 3K 30K K 30K 3K K 3K 30K JOK K KK KKK KKK 3K K XK
Multiple Comparisons

AORK KKK RO KKK K KKK K KK KK 3K KKK KK KK K K 3K 3K 3 KK 3K 3K KK oK 3K K KKK KKK 30K 3K oK 30K 3K 3K KK KKK HOK XK K K KKK KKK ok

Enter 1 or 2 to specify type of means

Least significant difference
Which Factor/Main Effect(A,E, or C)should be used?

B

Error Mean Square, associated Degrees of Freedom
.07723,70

Which procedure would you like to use ?

i

What level of Alpha are you going to use ?

.08

Enter table value from Student’s t with d.f.= 70
?

1.99

Is a plot of LSD desired ?

YES

Plot on CRT ?

NO

Plotter indentifier string (press CONT if ‘HPGL’)?
Enter select code, bus # (defaults are 7,5)?

Which PEN color should be used?

i
Enter name for labelling Y axis (< i1i characters)
LNCAdj. %)

Beep will sound when plot done, then press CONT

To interrupt plotting press ‘STOP’ key.
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MULTIPLE COMPRRISON PLOT :

LSD

THANKSGIVING GREETING CARD EVALUATION

2.0

1.8

1‘8

1.4

1.2

1.0

LNCAd . $)

.8

.6

Least Significant Difference

Error mean square .07723
Degrees of freedom 70
Harmonic average sample size
Alpha level = .05

Table value from Student’s t

CARD STYLE LEVEL NUMBER

16.0000

1.99

Multiple Comparisons on Factor CARD STYLE

LSD value = . 1955
Level Mean

4 .940%

i . 96214

3 1.4403

S 1.4730

2 1.2082

6 1.2469

Sample Size
i6
ié6
16
i6
16
16

Separation
a
ab
be
[
[=
c

Note: Where the ‘levels’ do not contain the
same letters the factor levels are significantly
different using the LSD procedure.
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Another Separation Procedure on Factor 2

?

NO

Another Factor to be used ?

NO

Multiple Comparison Procedures on Two-Way Means ?
NO

Enter number of desired funtion:
9 Return to BSDM
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Split Plot Example
Example

Hicks (1973, ex. 13.1) describes a split-plot experiment in which four oven temperatures and
three baking times were investigated with regard to the life, Y, of an electrical component.
The oven temperatures and the replications (blocks) are in the whole plot while the baking
times are in the subplots. Only one electrical component was subjected to the stress condi-
tions within each block-baking time-temperature combination.

The data table is shown below:

Oven Temp. (B)

Baking
Time (A) 580 600 620 640
Replication 5 217 158 229 223
1 10 233 138 186 227
15 175 152 155 156
5 188 126 160 201
2 10 201 130 170 181
15 195 147 161 172
5 162 122 167 182
3 10 110 185 181 201
15 113 180 182 199

Since this is a balanced design with three replications, we need only use one variable for data
entry. The data is entered across each row in the table above. Hence, three groups of replica-
tions are available with factor A as baking time and factor B as oven temperature.

Within the split-plot program, we answer that there are two factors and three major replica-
tions. The design is specified with factor B in the whole plot and factor A in the subplot. The F
ratio shows only significant temperature effects (B). The HSD multiple comparison procedure
suggests that oven temperature two is significantly lower in life time readings than are the
other three temperatures.

This conclusion is supported, as should be expected, by the more ‘liberal’ LSD procedure
shown on the next multiple comparison output.

If one runs this data set through the Factorial Analysis in order to separate the replication
interaction terms as suggested by Hicks, one finds a highly questionable interaction between
replications and baking time. To do this, you specify factor A as replication, factor B as baking
time, and factor C as oven temperature in the FACTORIAL program.

Note that in Hicks the printed AOV table shows the mean square for AB (replication by
baking time) is 1755.32 which is substantially larger than any of the other replication interac-
tions.
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After looking at the data set, we believe that Hicks may have rearranged the original data,
since you would ordinarily not expect the replication interaction terms to differ by that much
in a split plot. See if you agree.

SR KK KK K KKK K KKK 3K KKK KK KK 3K 0K 50K K 5 3K0K 3K K 3K 3K oK 3 3K KKK K KK 3K KKK K KKK 30K 3K KoK KK oK KO OK KKK KOK KKK KKK K
X DATA MANIPULATION X
3K OK KKK KK KKK KKK K KK KKK OK K 3K HOK K 3OK KK KK KK KK 3K 0K 3K 0K 3K KKK 3K AOK KKK K KKK KK KK K KKK KK KOK oK K 0K K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

% Raw data

Mode number = ?

) On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

HICKS : INTERNAL

Was data stored by the RSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

HICKS SPLIT PLOT ON COMPONENT LIFE TIME

Data file name: HICKS: INTERNAL

Data type is: Raw data
Number of observations: 36
Number of variables: i

Variable names:
i. LIFETIME

Subfiles: NONE

QEl B
SELECT ANY KEY Select special function key labeled-LIST

Option number = ?
i

HICKS SPLIT PLOT ON COMPONENT LIFE TIME

Data type is: Raw data

VARIAELE # 4 (LIFETIME)

I ORS(I) OBS(I+1) OBS(I+2) OBS(I+3) OBS(I+4)
i 217.00000 158.00000 229.00000 223.00000 233.00000
6 138.00000 186.00000 227.00000 175.00000 is2.00000
i1 i55.00000 isSé6.00000 i88.00000 i26.00000 160.00000
16 201 .00000 201 .00000 130.00000 170.00000 igi. 00000
21 195.00000 147.00000 i61.00000 172.00000 162.00000

26 122.00000 167.00000 i82.00000 170.00000 i85.00000
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31 igi.o00000 204 .00000
36 199. 00000
Option number = ?

0
SELECT ANY KEY

Fnter number of desired funtion:
§unber of factors in design ? (2
;unber of levels of factor A

:

gunber of levels of factor B

4

Number of blocks in this design ?

3
No .
i

213.00000 i80.00000 182.00000

Select special function key labeied-ADV STAT
Remove BSDM media
Insert AOV2 media

Split plot designs
or 3)

obs per trt combination in each block(sample)?

Do YOU want to assign names to the factors ?

YES

Enter the name for factor A ((ii characters)

?

BAKINGTIME

Enter the name for factor B ({(ii characters)

?
OVEN TEMP.

Which factor(s) are in the whole plots ?

E

Which factor(s) are in the split plots ?

A
Is the above information correct
YES

?

No. of decimal places to print calculated valves.
4

KKK KKK KK KKK K OK KK KK KKK KKK KK KK KR HOK KKK K KKK KKK KKK KK KKK A K K KKK KKK KRR KKK KK KRR KKK KKK K

SPLIT PLOT ANALYSIS OF VARIANCE

KKK KK 3K K K KOK 3K KKK 3K 0K KK 3 KKK 3K 3K 3K KKK KKK K K 5K KK KK KK KK KKK K KKK KKK KKK KKK KKK KKK K KKK KKK KKK K K K

HICKS SPLIT PLOT ON COMPONENT LIFE TIME

DESIGN
Number of factors = 2
No. of levels of factor A = 3
No. of levels of factor B = 4
No. of major replications (blocks) = 3
No. of minor replications (samples) = 1§

Subfiles will be ignored

Whole plot factor(s) are
Factor B

Split-plot factor(s) are
Factor A

Response variable(s) are :

LIFETIME

Variable no. {4
MEANS
X Overall mean = 178 .4722



X Block and Main Effect Means

Factor Blocks - Levels ( £ -~ 3 )
187.4167 169.3333 178 . 6667
Factor A — BAKINGTIME Levels ( £ - 3 ) :
177 . 9467 183.5833 173 .9167
Factor B -~ OVEN TEMP. Levels ( § -~ 4 ) :
194.8889 148 . 6667 176 .7778 193.5556
¥ Two Way Interaction Means
Factor A - BAKINGTIME down and Factor B - OVEN TEMP. across
i 2 3 4
i i89.0000 135.3333 185.3333 202.0000
2 201 .3333 154.0000 179.0000 203.0000
3 194 3333 159 . 6667 166.0000 175. 6667
ANOVA TAEBLE
Split Plot Analysis of Variance
Source (Name) df Sums of Squares Mean Square F Ratio F-Prob
Total 35 29330. 9722 838.0278
Klocks 2 1962 .7222 ?81.36114 3.3149 L1070
E  OVEN TEMP. 3 12494 30%6 4164.768% 14.086 .0040
Error (a) 6 1773 .9444 295.6574
A RAKINGTIME 2 566 .2222 283 . 1444 4546 L6418
EA [ 2600 .4444 433.4074 698 L6551
Error (b) i6 9933 .3333 620.8333

NOTE: F tests assume that all factors are fixed

Enter desired number:
i

Is the design displayed on the CRT the latest one?

YES

KKK KKK 3K 3K KK 3K 3K K KKK K KK 3K K K 3K 3K 3K 3K 3K K KKK 3K 3 KK 3K 3K K K KK K KoK 3K 3K KK oK KK oK KK XK KKK KK KKK KK JOK K KKK K K

Only factor B has a significant difference
among effects.

Orthogonal polynomial comparisons

Orthogonal Polynomial Comparisons

KKK OK KKK KK OK KK 3 KKK KKK B KK KKK KK KKK KK KK KK 3K 3K K KK AR KKK KKK KKK KK KKK KK KKK KKK K KKK KK K K

Orthogonal polynomial comparisons on FACTOR {
?

YES

Enter the max degree of orthogonal poly

2

Value associated with level # 4 of FACTOR 4
?

5
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Valve associated with level # 2 of FACTOR 1

?

i0

Value associated with level # 3 of FACTOR &

?

15

Is the above information correct ?

YES

Enter Error mean square, degrees of freedom

620.83,16 From AOV table

Orthogonal Polynomial Decomposition on RAKINGTIME
Degree 88 F~Ratio F~Prob

i 96.0000 L1546 .69934
2 470 .2222 .7574 L 397014

Level of Treatments : S 410 4S5

Orthogonal poly comparisons on another FACTOR?

YES

Orthogonal polynomial comparisons on FACTOR i

?

NO

Orthogonal polynomial comparisons on FACTOR 2

?

YES

Enter the max degree of orthogonal poly

3

Value associated with level # § of FACTOR 2

?

580

Valve associated with level # 2 of FACTOR 2

?

600

Value associated with level # 3 of FACTOR 2

?

620

Value associated with level # 4 of FACTOR 2

?

640

Is the above information correct ?

YES

Enter Error mean square, degrees of freedom

295.66,6 From AQV table

Orthogonal Polynomial Decomposition on OVEN TEMP.
Degree g8 F-Ratio F-Prob

i 261 .6056 .8848 . 38320
2 8930.2500 30.2045 .00152
3 3302.4500 11.1698 . 041857

Level of Treatments : S80 600 620 640

Orthogonal poly comparisons on another FACTOR?
NO

Enter number of desired funtion:

& Multiple comparisons
Is the design displayed on the CRT the latest one?
YES



KKK KKK 0K 3K KK 3K 2K 30K 30K K 3K KKK K 5K KK 3K 3K 3K 30K 350K 3K KKK 3K K 3K K 3K 3K 3K 3K 3K 3K 3K K 3K K K SKOK 30K 3K 3K 3K 30K 5K 3KOK 3K 3K K K K XK 0K
Multiple Comparisons

KKK KRR KRR K AR KKK KKK KK KKK A K 3K K 3K K K KK HOK KK KKK KK 3K K K 3K KK KK 3 K KKK K 3K KKK AOK KK K KKK K K

Enter 1 or 2 to specify type of means

i

Which Factor/Main Effect(A or B)should be used ?
3]

Error Mean 8quare, associated Degrees of Freedom
295 . 66,6

Which procedure would you like to use 7?7

2 Tukey’s HSD
What level of Alpha are you going to use ?

.05

for 4 means, d.f.= 6

?

4.9

Is a plot of HSD desired ?

YES

Plot on CRT ?

NO

Plotter indentifier string (press CONT if ‘HPGL’)?
Enter select code, bus # (defaults are 7,5)?

Which PEN color should be used?

i
Enter name for labelling Y axis ({ 14 characters)
LIFE TIME

Beep will sound when plot done, then press CONT

To interrupt plotting press ‘STOP’ key.
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MULTIPLE COMPARISON PLOT : TUKEY’S HSD
HICKS SPLIT PLOT ON COMPONENT LIFE TIME

209.0 T
201.5 |
184.0 ¥ %

186.5 |

179.6 | % -

171.5

LIFE TIME

164.08 | |
156.5 |
149.8 | t

141.5 |

134.0 ' i ' :
2

OVEN TEMP. LEVEL NUMBER

Tukey’s HSD

Error mean square = 295.66

Degrees of freedom = 6

Harmonic average sample size = ?.0000
Alpha level = .05

Table valve from Studentized range = 4.9
HSD value = 28.0848

Multiple Comparisons on Factor OVEN TEMP.

Level Mean Sample Size Separation
2 148. 6667 ? a
3 176.7778 9 b
4 193.5556 9 b
i i%94.8889 ? b
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Another Separation Procedure on Factor 2
?

NO

Another Factor to be vsed ?

NO

Multiple Comparison Procedures on Two-Way Means ?
NO

Enter number of desired funtion:
6 Multiple comparisons

Is the design displayed on the CRT the latest one?
YES

ARORAOK KKK AR KKK KKK HOK KKK KK KKK ORI K K HOK KK KKK KK KK 3K 3K K 3K K KK XK K K K KKK 3K 3K KKK 3K oK 3K 3K K 3K oK 3K K K 3K 3K K K
Multiple Comparisons
AOKOKK KK AOK 30K K KKK KKK 5K 0K KK 3K K 30K KK 3K K KKK XK 3K 3K 3K 30K 3K K 3K KKK KKK KK 3K K 3 oK 3K 3K 9K 3K 3K 3K 3K 0K 38K 3K oK 3K K 30K 0K 3K K

Enter 1 or 2 to specify type of means

i

Which Factor/Main Effect(A or R)should be vused ?
B

Error Mean Square, associated Degrees of Freedom
295.66,6

Which procedure would you like to use ?

i Least significant difference
What level of Alpha are you going to use ?

.05

Enter table value from Student’s t with d.f.= 6
?

2.447

Is a plot of LSD desired ?

YES

Plot on CRT ?

NO

Plotter indentifier string (press CONT if ‘HPGL‘)?
Enter select code, bus # (defaults are 7,5)7

Which PEN color should be used?

i
Enter name for labelling Y axis (< ii characters)
LLIFE TIMES

Beep will sound when plot done, then press CONT

To interrupt plotting press ‘STOP’ key.
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MULTIPLE COMPARISON PLOT : LSD
HICKS SPLIT PLOT ON COMPONENT LIFE TIME

205.8 r T

198.3 |+

191.6

184.9 } 1 T
178.2 }

1?1.5 ¢+

LIFE TIMES

164.8 |

158.1 | T

151.4

144.7 |

138.8 L = L 1

OVEN TEMP. LEVEL NUMBER

lLeast Significant Difference

Error mean square = 295.66
Degrees of freedom = &

Harmonic average sample size = ?.0000
Alpha level = .05
Table value from Student’s t = 2. 447

LSD value = 19.8346

Multiple Comparisons on Factor OVEN TEMP.

Level Mean Sample Size Separation
2 148 .6667 £4 a
3 176.7778 k4 b
4 193.5556 9 b
i 194 .8889 ? b



Another Separation Procedure on Factor 2
?

NO

Another Factor to be used ?

NO

Multiple Comparison Procedures on Two-Way Means ?
NO

Enter number of desired funtion:

i Factorial design
Number of factors in design ? (2, 3, or 4)

3

Number of levels of factor A

?

3

Number of levels of factor B

?

3

Number of levels of factor C

7

4

Number of blocks in this design ?

i

No. obs per trt combination in each block{sample)?
i

Is the above information correct ?

YES

Do YOU want to assign names to the factors ?

YES

Enter the name for factor A ({ii characters)

?

REP

Enter the name for factor B ({ii characters)

?

BAKE TIME

Enter the name for factor C ({i{ characters)

?

OVEN TEMP.

No. of decimals for printing calc. valuves((=7).

4

KK K K KK 3K 30K KK XK K KKK 3K 3K 3K 5K 3K K 3K K 3K 3K 0K 3K 3K KKK KK 3K 30K KK K 3K K 3K 3K KK 3K K KKK KK 3K 3K 3K K 3K 3K K 3K KKK K KKK K K K KKK K
X FACTORIAL ANALYSIS OF VARIANCE X

FOKAOKAKOKAOK KKK XK K 3 IOK KK KoK KK 3K K K 3 oK 30K 3K KK 3K 3K 3K K 3K K KK K 3K KK K 3K K KK 3K K 3K o 3K 3K 3K K 3K 3K KKK XK KK K K 3K K KKK K K
HICKS SPLIT PLOT ON COMPONENT LIFE TIME

DESIGN
Number of factors = 3
No. of levels of factor A = 3
No. of levels of factor B = 3
No. of levels of factor C = 4
No. of major replications (blocks) = {
No. of minor replications (samples) = {

Subfiles will be ignored
Response variable(s) are :
Variable no. 1§ LIFETIME

MEANS

X Overall mean = 178 .4722

285
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X Main Effect Means

Factor A - REP lLevels ( L -~ 3 )
187 . 4167 169 .3333 178 . 6667
Factor B - RAKE TIME Levels ( 4 - 3 ) :
177 .9467 183.5833 173.9167
Factor C - OVEN TEMP. Levels ¢ 4 - 4 ) :
194.8889 148 . 6667 176 .7778 193.5556
X Two Way Interaction Means
Factor A - REP down and Factor B -~ BAKE TIME across
i 2 3
i 206.7500 196.0000 159.5000
2 168.7500 170.5000 168.7500
3 158.2500 184.2500 193.%000
Factor A -~ REP down and Factor C - OVEN TEMP. across
i 2 3
i 208.3333 149 .3333 190.0000
2 194.6667 134 .3333 163 . 6667
3 181 .6667 162.3333 176 . 6667
Factor B -~ BAKE TIME down and Factor C - OVEN TEMP. across
i 2 3
i 189.0000 135.3333 18%.3333
2 201 .3333 154.0000 179.0000
3 194 .3333 159 .6667 166.0000
Should the 3-way means be printed ?
YES
X Three Way Interaction Means
Factor A - REP, Level i
Factor B - BAKE TIME down and Factor C - OVEN TEMP. across
i 2 3
i 217.0000 158.0000 229.0000
2 233.0000 138.0000 i86.0000
3 175.0000 152.0000 155.0000
Factor A - REP, Level 2
Factor B - BAKE TIME down and Factor C - OVEN TEMP. across
i 2 3
i 188.0000 126.0000 160.0000
2 201 .0000 130.0000 170.0000
3 195.0000 147.0000 161.0000
Factor A - REP, Level 3
Factor B - HAKE TIME down and Factor C - OVEN TEMP. across
i 2 3
i 162.0000 122.0000 167.0000
2 170.0000 185.0000 i81.0000
3 213.0000 180.0000 182.0000

ANOVA TARLE

202

184.
194.

202.
203.
17%5.

223
227.

156,

201,
i81.
172,

182,
201 .
199.

.0000
&Lbb7
0000

0000
0000
6667

0000
0000
0600

0000
0000
0000

0000
0000
0000



Factorial Analysis of Variance

Source (Name) df

A REP

E BAKE TIME
c OVEN TEMP .
AR

AC

EC

ARC

oD oI

>

Enter desired number:
7

Sums of Squares

7021

Enter number of desired funtion:

4

L9722

hedo il

. 7‘.-!..‘-.

DI

o e e e s
12494 .
L2778
1773.
2600.

2912.

3056

9444
4444
0556

Mean Square

We can see that the interaction between bak-
ing temperature and replication is significant.

Exit factorial design.

Return to BS DM.

287
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One Way AOV

Example

Tissue Culture Growth was studied after exposure to five ‘sugar’ treatments; control, 2%
fructose, 1% glucose and 1% fructose, and 2% sucrose. The response, Y, is length (in ocular
units) of pea section grown in tissue culture with auxin present.

The data was entered using One-Way AOV mode 2 in which all treatments are stored in one
variable. Each treatment has ten observations (samples). Hence, observations 1 to 10 are in
the first treatment, observations 11 to 20 are in the second treatment, etc. The F ratio for
treatments shows a very strong indication that the population treatment levels are significantly
different. Both the LSD and Duncan Multiple Comparison procedure separate the treatments
into three non-overlapping groups - treatments 4, 3, and 2: and treatment 5; and treatment 1
(control). Hence, if you add either glucose (2) or fructose (3) or both (4) you get shorter
lengths that if you use just sucrose which is in turn shorter than the control treatment.

KKK KKK KKK 3K 3K KK oK 3K 3K KKK 3K SKOK 3K K 3K 3K K K KKK KK KK 3K KKK oK 3K K K K 3K KKK K 3K K K 3K K K KK KKK K K SR K 3 K K
X DATA MANIPULATION *
KK 30K K KK KK 30K 3K KK 3K KK K KK KKK K KK 0K K KKK KK 3K K 3K K K 30K 3K K 3K KK K 30K 2K K K K 30K K KKK OK K KKK XK K 3K KK KOK KKk K K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 On mass storage

Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

TISSUE : INTERNAL

Was data stored by the BSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES
Is program medium placed in correct device ?
YES

TISSUE CULTURE GROWTH

Data file name: TISSUE:INTERNAL

Data type is: Raw data
Number of observations: 50
Number of variables: i

Variable names:

1. GROWTH
Subfile name beginning observation number of observations
1. CONTROL i ig
2. 2% GLUCOSE ii 10
3. 2% FRUCT. 21 io
4. {ZCGLU+LFRU 34 i0
S. 2XSUCROSE 41 10
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SELECT ANY KEY

Select special function key labeled-LIST
Option number = 7

i . List all data

TISSUE CULTURE GROWTH

Data type is: Raw data

VARIAERLE # §{ (GROWTH)

I ORS(I) OBS(I+1) OBS(I+2) ORS(I+3) ORS(I+4)
i 75.00000 67.00000 70.00000 75.00000 65.00000
6 74.00000 67.00000 67.00000 76.00000 68.00000
i1 57.00000 58.00000 60.00000 59.00000 62.00000
i6 40.00000 60.00000 57.00000 59.00000 61.00000
21 58.00000 61.00000 56.00000 58.00000 S7.00000
26 56.00000 6i.00000 60.00000 57.00000 58.00000
31 $8.00000 59.00000 $8.00000 61.00000 57.00000
36 56.00000 58.00000 57.00000 57.00000 $9.00000
41 62.00000 66.00000 65.00000 63.00000 64.00000
46 62.00000 65.00000 65.00000 62.00000 67.00000
Option number = ?
0 Exit list procedure

SELEC NY KE
SELECT ANY KEY Select ADV STAT

Remove BSDM media

Enter number of desired funtion: Insert AOV1 media
i Select one way classification
How many treatments in this analysis ?

)

Enter name for treatment/factor ((ii characters)

TISSUE

Do YOU want to assign names to the treatments ?

YES

Enter the name for treatment i ({ii characters)

?

CONTROL.

Enter the name for treatment
?

2% GLUCOSE

Enter the name for treatment 3 ({ii characters)
?

24 FRUCT.

Enter the name for treatment 4 ({(ii characters)
?

1ZGLU+FRU

Enter the name for treatment 5 ({ii characters)
?

]

({ii characters)

2%SUCROSE

Are the names displayed on the CRT correct ?
YES

Treatment definition mode = ?

2

Enter the number of observations in treatment i
?

10
Enter the number of observations in treatment 2
?
10
Enter the number of observations in treatment 3
?
10
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Enter the number of observations in treatment 4
?

10

Enter the number of observations in treatment S
?

10

Subfile # (enter 0 to ignore subfile) = ?

0

Is the design description on the CRT correct ?

YES
KOKK KKK KK K 3K KK KKK KK KK K KK 3K KK 3K KKK KK 3K K KK KK K 3K 3K KK KKK 3K ok 3K 3K oK KK 3K KK KKK KK K KK KKK KoK KK ok

ONE~-WAY ANALYSIS OF VARIANCE:
TISSUE CULTURE GROWTH

KK KK KK 3K K 3K 3K KK 3 KK 3K K HOK 3K HOK K KK 3K OK KK KK KKK 30K X 3K KKK KK KK 3K K KK KKK KK KOK KKK 3K 3K oK KKK KK 0K 0k K X

# of decimals for printing calculated values({(=7)?

4

DESIGN
¥ of treatments = §
# of observations in treatment &4 = {0
¥ of observations in treatment 2 = 40
# of observations in treatment 3 = {0
¥ of observations in treatment 4 = {0
# of observations in treatment % = {0

Response = GROWTH

SUMMARY STATISTICS

Treatment Statistics

Treatment name Total Mean Stan . Dev N
CONTROL 704.0000 70.4000 3.9847 i0
2% GLUCOSE 593.0000 $9.3000 i.6364 i0
2% FRUCT. 582.0000 58.2000 1.8738 10
{1 ZGLU+FRU 580.0000 58.0000 1.4142 i0
2Z85UCROSE 641.0000 64.41000 1.7920 10
Overall 3097.0000 61 .92400 5.1958 50

OKROK K 3K OK AR AKOK KK KK KKK KK 3K KK KKK K 3K HOK KK 3K K K KKK KKK KK KKK KK KK HOKK KK KKK KK K KKK K KKK K K ¥OK K K
ANOVA TAERLE

One~Way Analysis of Variance Table

Source Df 88 M8 F-Ratio F-Prob
Total 49 1322.8200

TISSUE 4 1077.3200 269.3300 49 .3680 0.00000
Error 45 245.%000 5.4556

3R KORMK KK AR KKK MK OKHOK KKK KK K 3K K KK KKK K KKK K 3K 3 KK 3K K KoK K oK KoK 3K K KKK K KK KK K KKK K K HOK K KK K

We can see that the effects of population
treatment levels are significantly different.

Bartlett’s test of homogeneity of variance

Chi-square valuve = 13.939 with degrees of freedom = 4
Do you wish to specify another subfile ? X3(4,.05) = 9.488,X%(4,.01) = 13.277
NO Both are smaller than the calculated X? value
of 13.9386, so we know that the variances are
Enter desired number: not homogeneous.
3 Multiple comparisons

Is the design displayed on the CRT the latest one?
YES



K OKRAORIOK AR AR KK KKK KKK K KKK A KKK KK K KKK KKK 3K KK KKK KKK KK KK KK KKK KK KK KK XK 3K KoK 3K K KK K KK
MULTIPLE COMPARISONS
KRR KK AOK IR ACK KK KKK K KKK KK XK K KKK AOK K 3K 3K K K KKK KKK KKK 3K 3K oK oK KK 3K KK 3 K K 3K K KK K K 3k 5K

Which procedure would you like to use ?

i Least significant difference
What level of Alpha are you going to use ?

.08

Enter table value form Student’s t with d.f= 4%

?

2.014

Is a plot of LSD desired ?

YES

Plot on CRT ?

NO

Plotter indentifier string (press CONT if ‘HPGL‘)?
Plotter select code, bus # (defaults are 7,5)?

Eeep will sound when plot done, then press CONT.
Which PEN color should be used?
i

Enter name for labelling Y axis((ii characters)
LENGTH
To interrupt plotting, press ‘STOP’ key.

MULTIPLE COMPARISON PLOT : LSD

TISSUE CULTURE GROWTH
72.8

69-8 =

67.2 |

65.6 |

84-0 =

LENGTH

59.2 |

57.6 |

58.0 L ' 1 L ]
1 2 3 4 S

TISSUE LEVEL NUMBER

291
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Least Significant Difference

Error mean square = S.45%6

Degrees of freedom = 45

Harmonic average sample size = 10.0000

Alpha level = .05

Table value from Student’s t = 2.014

LSD valuve = 2.1037

Multiple Comparisons on TISSUE
Level Mean Sample Size

4 58.0000 10
3 58.2000 i0
2 59.3000 i0
S 64.1000 10
i 70.1000 10

?
YES

Another Separation Procedure on TISSUE

Which procedure would you like to use ?

3

What level of Alpha are you going to vse ?

0S

Duncan’s Test

Error mean square =

5.45%6

Degrees of freedom = 45

Harmonic average sample size =
Alpha level =

Means Separated

io.o00¢

.05

Table Valvue

for S means and d.f.= 4S5
?
3.16
S 3.1600
for 4 means and d.f.= 45
?
3.09%
4 3.09%0
for 3 means and d.f.= 45
?
3.00%
3 3.005%0
for 2 means and d.f.= 4%
?
2.85
2 2.8500
Multiple Comparisons on TISSUE
lLevel Mean Sample Size
4 $8.0000 i0
3 58.2000 10
2 59.3000 i0
) 64.4000 10
i 70.4000 i0

Separation
a

N oL o

This separates the treatment into three non-
overlapping groups, treatments 4, 3, and 2 in
one group, 5 in another, and 1 in the last.

Select Duncan’s Test

Required Difference

g

.3340

ra

.2860

ra

.219%

o

L1054

Separation
a

NnNToew

Same conclusion as above
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Another Separation Procedure on TISSUE
?
NO

NOTE : HARMONIC AVER SAMPLE SIZE OF 410 USED
IN CALCULATING THE MULTIPLE COMPARISONS.
Enter number of desired funtion:
? Return to BSDM
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Two Way (Unbalanced)

Example

The following data from Bancroft (1968, Ex. 1.3) is a two-way classification with factor A
representing five different batches of silver and factor B representing two batches of iodine
which are used to make silver iodine. The response, Y, is the reacting weights (coded).
Apparently several samples were lost because the design is unbalanced.

Iodine
L Iy
S, 22 -1
25 40
18
S, 41 23
41 13
Silver  S; 29
20
37
S, 49 61
50
Sy 55

The data is entered using two variables. Variable one is used to identify the rows and columns
and variable two contains the response, Y. Hence, a value in variable one of 0301 indicates
that the observation in variable two is from the third level of silver (A) and the first level of
lodine (B). The Two-Way Unbalanced routine is used with the method of fitting constants
selected as the desired procedures because of the presence of empty cells. This analysis indi-
cates that the sampled batches of silver do not support the hypothesis of equality for the
population means.

The multiple comparison procedure by Student, Newman & Keuls (SNK) shows no separa-
tion between the five samples of silver. This probably can be explained by both the conserva-
tive nature of the SNK procedure and the fact that the AOV procedure uses an adjusted mean
square for silver.



HORACKR KRR KRR KKK IR KK KKK KKK A AR OK K AOK KKK K K KKK K KKK KKK KKK K K K KKK KK K KKK A K
X DATA MANIPULATION X
AR KKK KK KK XK KKK KKK KK KKK 3K K 3K K 3K KK 3K K 3K K 0K 3K K 3K XK 3K 3K K XK KK 3K KK 3K KK OK 3K 3K 3KOK XK K 3K K KK KK 3K 30K K K K KKK KK
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = ?

2 On mass storage

Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

SLLVRIODN: INTERNAL

Was data stored by the ESADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?

YES

CODED REACTIN WEIGHTS OF SLIVER IODINE

Data file name: SLVRIODN: INTERNAL

Data type is: Raw data
Number of observations: 16
Number of variables: 2

Variable names:
1. ROW;COLUMN
2. RWEIGHT

Subfiles: NONE

SELECT ANY KEY
Select special function key labeled-LIST

Option number = ?
i

Enter method for listing data:
3

CODED REACTIN WEIGHTS OF SLIVER IODINE

Data type is: Raw data

Variable # 4§ Variable # 2
(ROW; COLUMN) (RWEIGHT )

OBS#
i 101.00000 22.00000
2 i0i.00000 25.00000
3 204.00000 441 .00000
4 201 .00000 441 .00000
] 301.00000 29.00000
& 301.00000 20.00000
7 304.00000 37.00000
8 401.00000 49.00000
9 401 .00000 50.00000
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i0 504.00000 55.00000
i1 102.00000 ~4.00000
i2 i02.00000 40.00000
i3 102.00000 18.00000
i4 202.00000 23.00000
is 202.00000 13.00000
i6 402.00000 61.00000
Option number = ?
0 Exit list routine

SELECT ANY KEY )
Select special function key labeled-ADV STAT
Remove BSDM media

Enter number of desired funtion: Insert AOV1 media

2 Two-way unbalanced design
Data storage type =

2

Variable number for packed identification =

i

Enter # of rows, # of columns (separate by comma)
5,2

Do YOU wish to label the row and column factors ?
YES

Enter name of row factor ({(ii characters)

SILVER

Enter name of column factor ({(ii characters)
TODINE

Enter the variable number for response

-y

Is the above information correct ?

YES

KKK KK KKK KKK K KKK KK AOK KK 2K KKK K K 3K KK oK 3K KK 3K KK K KK 3K 3K 3K KK 3K K K KK 3K KK K K KK KK K 3K K KKK K 0K Kok K K

TWO-WAY UNBALANCED ANALYSIS OF VARIANCE:
CODED REACTIN WEIGHTS OF SLIVER IODINE

KRR K AR KKK A AR KKK KK KKK AR K 3K KK 3K KKK KKK 3 KK K 3K KKK KKK 30K HOK K K K K KK KKK 0K KK K KK K Kok K K K

¥ of decimal places for calculated values ((=7)?

4
DESIGN
¥ of rows = 5
¥ of columns = 2

Response = RWEIGHT
SUMMARY STATISTICS

Subclass Statistics

Row Column Total Mean Stan.Dev N
1 i 47 .0000 23.5000 2.4213 2
i 2 57.0000 192.0000 20.5483 3
2 i 82.0000 41 .0000 0.0000 2
2 2 36.0000 1i8.0000 7.0744 2
3 i 86.0000 28. 6667 8.5049 3
4 i ?9.0000 49 .5000 L7074 2
4 2 61.0000 64.0000 0.0000 i
5 i 55.0000 $5.0000 0.0000 i



AORAOK KKK KK KKK KK A KK KKK K KKK K KKK 3K KK KKK KKK KK 3K 3K KK KK K KKK KK 3K KK KK KKK KK KKK KKKk K K

Row Statistics

Row Total Mean N
i 104.0000 20.8000 S
2 118.0000 29.5000 4
3 86.0000 28. 6667 3
4 160.0000 53.3333 3
5 55.0000 5%.0000 i

KKK K KKK K K K KOK XKk 30K 30K 30K 30K 3K 3K 3K 3K 3K 3 2K 5K 3K 33K 3K KKK K 3K KOK 30K 30K 300K 3K 0K 5K 30K 3K K oK 30K 30K 0K 3K KK KKK K KK 0K XK

Column Statistics

Col Total Mean N
1 369.0000 36.9000 io0
2 154.0000 25.6667 b

KKK KKK KKK KKK 3K KKK KK K OK KK 3K K KK 3K K KK 3K 3K 3K KKK 2K 3K K 30K XK oK 3K 30K 3K KK XK 30K 30K KK 3K 3K X KKK K KKK K K0k X KK K XK X

ANOVA TABLE

Preliminary AOV ( Test two way model )

Source Df 88 MS F-Ratio F-Prob
Total is 4255 . 4375

Subclass 7 3213.7708 459 . 1104 3.5260 .04908
Error 8 10441 . 6667 130.2083

Preliminary AOQOV ( Test for Interaction )

Source Df 88 MS F-Ratio F-Prob
Total 15 4255.437%

Main ) 2722 .2%92 544 .45148 4. 1844 . 03641
Int 2 4941 .5116 245.7%%8 1.8874 .21308
Error 8 1041 . 6667 130.2083

KRR KKK KKK KK KKK KK KKK KK KK 3K 3K oK KKK KK K 3K KK KKK K KK 3K KK KKK K KK 3K KK 3K KK KKK XK 0K K 3 3K K K K K

Analysis of Variance ( Method of Fitting Constants )

Source Df S8 MS F-Ratio F~Prob
Total is 4255 .4375

SILVER 4 2572 .3042 643.0760

IODINE (Adj) i 149 . 9550 149 .95%0 1.1547 .314%0
TODINE i 473 .2042 473.2042

SILVER (Adj) 4 2249 . 0550 S562.2638 4.3482 . 03749
Int 2 494 .95116 245 .7%5%8

Error 8 1041 6667 130.2083

KKK KKK KKK KRR KKK KKK KKK oK KKK K KKK K K KK K KK 30K X KKK K KK K K oK 30K K KK KK 3K 3 30K 3K KoK KK K KK K K

Enter desired number:

3 Multiple comparisons
Is the design displayed on the CRT the latest one?
YES

KRR KKK KK KK KKK KK K 5K 30K 3K 3K 3K 3K K 0K 3K oK 30K 5K 3K 0K 3K 3K KK KKK 3K 5K K 3K 3K oK 3K 0K 30K 3K K0OK 3K K K 3K 3K 3K 30K 3 3K K 3K K K 3K 3K K 3K K K K K K
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MULTIPLE COMPARISONS
KKK KK 3K K KK 3K KK K K K KKK KKK JOKHOK 3K HOK XK KKK KK KKK K K KKK KK KK KK 3K 3K 3K KOK K KK KK KK KKK K K KK XK

Enter 1 or 2 to specify type of means

i

Which Factor/Main Effect(A or R)should be used ?

A

Which procedure would you like to use ?

4 Student Newman-Kevls
What level of Alpha are you going to vse ?

.08

Student~Newman—-Keuvls Test

Error mean square = 130.2083
Degrees of freedom = 8
Harmonic average sample size = 2.3622
Alpha level = .05
Means Separated Table Value Required Difference
for % means and d.f.= 8
?
4.89
S 4.8%00 36.30%3
for 4 means and d.f.= 8
?
4.53
4 4.5300 33.6325%
for 3 means and d.f.= 8
?
4.04
3 4.0400 29.9945
for 2 means and d.f.= 8
?
3.26
2 3.2600 24 .2035
Multiple Comparisons on SILVER
Level Mean Sample Size Separation
i 20.8000 S a
3 28 . 6667 3 a
2 29.5000 4 a
4 53.3333 3 a
) 55.0000 i a
fnother Separation Procedure on SILVER
NO
Another Factor to be used ?
NO
Multiple Comparison Procedures on Two-Way Means ?
NO

NOTE: HARMONIC AVER SAMPLE SIZE OF 2.36220472441 USED
IN CALCULATING THE MULTIPLE COMPARISONS.

Enter number of desired funtion: Return to BSDM
Y
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One Way Analysis of Covariance
Example '

An experiment to evaluate the effects of various growth stiumulants (X-4 on tomato seedlings
was performed in which:

X =Initial length of seedling (m.m.)
Y = Growth in length (m.m.) during experiment

Stimulant X-4 Stimulant BC Stimulant F32 Stimulant OX
X Y X Y X Y X Y
29 22 15 30 16 12 5 23
20 22 9 32 31 8 25 31
14 20 1 26 26 13 16 28
21 24 6 25 35 25 10 26

6 12 19 37 12 7 24 33

The data was entered using the first mode of storage for the covariance program. That is,
each XY pair was stored in two variables and each of the four treatments used different
variable pairs. Hence, for the Stimulant X-4, the initial length, X, was stored in Variable 1 and
the growth, Y, was stored in Variable 2; while for the stimulant OX, the X value was stored in
Variable 7 and the Y in Variable 8. Each variable has five observations.

The first part of the output from the One-way Covariance routines shows the within treate-
ment statistics including totals, means, standard deviations, sample sizes, correlation coeffi-
cients, and regression coefficients. Note that the correlation coefficient and regression coeffi-
cient are for all of the data points taken together without regard to treatment group. Hence, it
should not be surprising that no overall relationship exists between the X and Y variables. The
test for homogeneity of regression coefficients confirms that we can accept the hypothesis that
all treatment regression coefficients are essentially the same. The test for significance of
pooled regression confirms that the relationship between the X and Y pooled across all treat-
ments is significant (level =.0003).

Whereas the F ratio for treatment differences on the X’s is non-significant (level =.12117), the
F ratio on the original Y’s is significant at the .00037 level. The analysis of covariance adjust-
ment to the original data does not change the significance of the treatment effect
(<=.00000), but rather makes the difference in the means even more pronounced. This is
shown by studying the ‘“Table of Means” and noting the adjustment made in the original Y
means after the use of the covariate X.

The use of the Tukey HSD multiple comparison procedure shows that stimulants one and
three differ from all other stimulants, while no significant difference can be shown between
two and four.
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KKK KK KK KKK KKK OKKHOK 3K KKK KKK K KK KKK KKK KK KKK 3K KKK XK K KK K K KK KK KKK KK KK KKK KKK KK KKK XK
X DATA MANIPULATION X
KK 3K KK 30K KKK OK K KKK KK KK KKK K 3K K oK K KKK KK 33K K KKK KKK 30K XK KKK B HOK KK K KKK 3 KK KK K KK K K HOK oK 3k KKK
Enter DATA TYPE (Press CONTINUE for RAW DATA):

i Raw data

Mode number = 7

o On mass storage

Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

TOMATO : INTERNAL

Was data stored by the ESADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?

YES

EFFECTS OF GROWTH STIMULANTS ON TOMATO SEEDLING LENGTHS

Data file name: TOMATO: INTERNAL

Data type is: Raw data
Number of observations: 5
Number of variables: 8

Variable names:

i. X-4:1
2. X-4:6
3. BC:1
4. BC:G
S. F32:1
6. F32:6
7. OX:1I
8. 0X:6

Subfiles: NONE

SELECT ANY KEY Select LIST k
elec ey

Option number = ?
1

Enter method for listing data:
p”

EFFECTS OF GROWTH STIMULANTS ON TOMATO SEEDLING LENGTHS

Data type is: Raw data

Variable # § Variable # 2 Variable # 3 Variable # 4 Variable # S

(X-4:1 ) (X-4:G ) (RC: I ) (BC:G ) (F32:1 )
UKHS#*
i 29.00000 22.00000 15.00000 30.00000 16.00000
2 20.00000 22.00000 9.00000 32.00000 34.00000
3 14.00000 206.00000 i.00000 26.00000 26.00000
4 21.00000 24.00000 6.00000 25.00000 35.00000
5 6.00000 12.00000 19.00000 37.00000 i2.00000



Variable % 6

Variable # 7

Variable % 8

(F32:6 ) (0X:1 ) (0X:G )
OBS#
i i2.00000 5.00000 23.00000
2 8.00000 25.00000 3i.00000
3 i3.00000 16.00000 28.00000
4 25.00000 10.00000 26.00000
S 7.00000 24.00000 33.00000

Uption number = ?
0
SELECT ANY KEY

Enter number of desired funtion:

3

How many treatments in this analysis ?

4

Fnter a name for treatment/factor({(ii characters)

TREATMENT

Do YOU want to assign names to the treatments ?

YES

Enter the name
?

X-4

Enter the name
?

RC

Enter the name
?

F32

Enter the name
?

0X

Are the names displayed
YES

for trt.

for trt.
for trt.

for trt.

1

o

Treatment definition mode

i

Enter the X var.,
?

i,2

Enter the X var.,
?

3,4

Enter the X var.,
?

5,6

Enter the X var.,
?

7,8

Y var.

Y var.

Y var.

Y var.

Is the design description on

YES

({=10 characters)

({=10 characters)

({=40 characters)

({=10 characters)

n the CRT correct ?
= 7

for treatment {

[xt]

for treatment

for treatment 3
for 1lreatment 4

the CRT correct ?

301

Exit list procedure

Select ADV STAT key
Remove BSDM media
Insert AOV1 media

One way analysis of covariance

SR KKK K KKK K KKK K KKK KKK K oK KK KKK KKK KKK K KKK KK KKK KKK KKK KKK K KKK KK IOKKOR KKK KRR K K KKK K

ONE-WAY ANALYSIS OF COVARIANCE
EFFECTS OF GROWTH STIMULANTS ON TOMATO SEEDLING LENGTHS

KRRRKKRRKKKR KKK KKK KK KRR AR AR AR KKK KR IR KK KKK KKK KKK KKK KKK KoK 3K K oK Kok 3K KK KKK K Ok K Kk Kk ok

# of decimal places for calculated valuves(<(=7) ?

4
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DESIGN

# of treatments = 4
¥ of observations in treatment
¥ of observations in treatment
# of observations in treatment
¥ of observations in treatment

Covariate X = X-4:1

Response Y = X-4:6G

dLirg e
[ I I 1]
Ui N ui

SUMMARY STATISTICS
Treatment Statistics

Treatment Total Mean Stan.Dev N
X-4 X 90.0000 i8.0000 8.5732 )
Y 100.0000 20.0000 4. 6904 )
RC X S0.0000 10.0000 7.1414 )
Y 150.0000 30.0000 4.8477 5
F32 X 120.0000 24.0000 9.7724 5
Y 65.0000 13.0000 7.1764 )
X X 80.0000 16.0000 8.68914 S5
Y 144 .0000 28.2000 3.9623 S
Overall X 340.0000 ' 17.0000 ?.4088 20
Y 456 .0000 22.8000 8.5076 20

Within Treatment Regressions

Treatment Corr.Coef. Regression Coef.
X-4 .8331 L4558

EC .8449 L5735
F3a .6310 .4634

0Xx L9730 L4437
Overall -.0487 ~-.0440

KKK OKKOK KKK KK KK KKK 3K K 3K XK 3KOK K K 30K 3K K K KK 3K 30K KK 3K KK KK 0K KK 3K KK KKK 0K 0K XOK K KKK KK 0K 0K K %K
ANOVA TAELE

One~-Way Analysis of Variance Table(X~Variable)

Source Df 88 MS F~Ratio F~Prob
Total 19 1682.0000

Treatment 3 S00.0000 166 .6667 2.2%614 .424147
Error i6 1i82.0000 73.875%0

One~Way Analysis of Variance Table(Y-Variable)

Source Df S8 MS F-Ratio F-Prob
Total 19 1375.2000

Treatment 3 924.4000 308.1333 10.9364 .00037
Error 16 450.8000 28.47%0

KK KK KKK KKK KKK KK K 30K 3K 3K K 3K 3K 3K KKK 3K 3K 3K K 3K K 3K 3K KK 3 3K 3K KK 3K KK KK 30K 5 K K 3K 300K 30K 3 3K 3K 5K 3K 3K K KK KK KK KK K K K Kok
We can see that the effects of X-variables
have no significant difference, but the effects
of Y-variables are significantly different.
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Test of homogeneity of regression coefficients
F-valve = .0538 with 3 and i2 degrees of freedom
P(F> .05) = 98277 We consider all treatment regression coeffi-
cients are the same.

Test of significance of pooled regression coefficient
F-value = 21.8324 with 1 and 1% degrees of freedom
PC(F> 21.83) = .00030
We can see that the relationship between X
and Y pooled across all treatments is signifi-

Pooled Regression Coefficient . 475465313029 cant.

Pooled Correlation Coefficient = 7699

ORAORRRK AR KR KRR KA K AOKAOK AR AR KKK K KKK KKK KKK K KKK KKK AR AR KKK KKK K KKK KKK KK KK

One Way Analysis of Covariance Table

Sovurce Df 58 MS F~Ratio F-Prob
Total i8 1371 .9444

Treatment 3 1188, 3559 396.4186 32.3647 0.00000
Error i% 183.588S% 12.2392

KORRAKKRKR KKK K KKK KK AR AR KKK KKK KA K KKK KKK KKK KKK KKK AR AR KKK K KA AR K KK A AOK KKK KKK K

We can see that the effects of treatments
are significantly different.

Table of Y Means

Treatment name Unadjusted Y Mean Adjusted Y Mean Stand. Dewv N
X-4 20.0000 19.5245 1.5646 S
BRC 30.0000 33.3283 1.5646 S
F32 13.0000 9.6747 1.5646 S
0X 28.2000 28.675%5 1.5646 S

RRKK KA KKK KKK KKK K KK KKK KK AR AR KK KKK KK KKK oK KK KK AR OK KKK KKK AR KK KKK KKK KKK KK KKK KKK

Do you want to change response for this subfile?

NO

Enter desired number:

3 , Multiple comparisons
Is the design displayed on the CRT the latest one?

YES ’

SR KKK KK A OK KK KK 3K 0K 3K KK oK KKK 30K K 0K 3K K KKK KKK XK K 0K 33K KK KKK 3K KKK 3K KK KKK KK KK KK KKK kK K
MULTIPLE COMPARISONS
KAORK KK KKK KK AOK KKK KKK KKK AR KKK KKK KK AR A KK KKK AR AR N K KKK KK KKK K KK KRR KKK KKK KKK KKK K

Which procedure would you like to use ?

2 Tukey's HSD
What level of Alpha are you going to use ?

.08

for 4 means and d.f.= 45

?

4.08

Is a plot of HSD desired ?

YES

Plot on CRT ?

NO

Plotter indentifier string (press CONT if ‘HPGL’)?

Plotter select code, bus # (defaults are 7,5)?



304

Reep will sound when plot done, then press CONT.
Which PEN color should be used?

i

Enter name for labelling Y axis{({ii characters)
GROWTH

To interrupt plotting, press ‘STOP’ key.

MULTIPLE COMPRRISON PLOT : TUKEY’S HSD
EFFECTS OF GROWTH STIMULANTS ON TOMARTO SEEDLING LEN

37.8
33.9
38.8
27.7 F
24.6 |
I
=
3 21.5 |
14
G
18.4 |
15.3 |
12.2 |
9.1}
s.a 1 L /]
1 2 3 4
X-4 LEVEL NUMBER
Tukey’s HSD
Error mean square = 12.2392
Degrees of freedom = 15
Harmonic average sample size = 5.0000
Alpha level = .05
Table value from Studentized range = 4.08
HSD valve = 6.3834 Level 3 differs from Level 1, which differs

from Level 4 & 2
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Multiple Comparisons on TREATMENT

Level Mean Sample Size Separation
3 9?.6747 S a
i 19.5245 S b
4 28.6755 S c
2 33.3283 5 c

Another Separation Procedure on TREATMENT
?
NO

NOTE: HARMONIC AVER SAMPLE SIZE OF % USED
IN CALCULATING THE MULTIPLE COMPARISONS.
Enter number of desired funtion:

? Return to BSDM
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Notes
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Principal Components
and Factor Analysis

General Information

Description

The Principal Components and Factor Analysis Software accomplishes a variety of factor-
analytic techniques. Input may be raw data, a correlation matrix, a covariance matrix, or a
factor matrix. Factors are extracted from the correlation matrix. You may choose either the
principal axes method or the maximum likelihood method to extract the initial factors.
Orthogonal varimax or quartimax rotations and/or oblique oblimin rotations may be applied
to the factor matrix. In the oblique rotation, you can control the degree of correlations
among factors. Graphical presentation of the relationship between pairs of initial or rotated
factors is also available.

The program computes the case scores and provides a plot for the case scores between each
pair of factors if the raw data has been input. Case scores may be stored on a new file for
further study.

For a brief discussion of the techniques and computing formulas used in these programs,
see the Discussion Section.

Setting Up the Data

The first thing you need to do is to enter the data by using the Basic Statistics and Data
Manipulation (BSDM) routines. The input may be the raw data, a correlation matrix, a covar-
iance matrix, or a factor matrix. If a correlation matrix or a covariance matrix is to be entered,
only the distinct elements will be requested, i.e., only the portion on and above the main
diagonal. After the data has been loaded into memory, you are ready to use the Principal
Components and Factor Analysis programs.

Special Considerations

Factor or Principal Component Scores
In the case where an observation has one or more missing values, the score for that observa-
tion will not be calculated and a blank line will be printed.

Storing the Correlation Matrix
In the case where it would be desirable to continue analysis at another time, you may store
the correlation matrix. Note that the correlation matrix can later be input as data in BSDM.
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Principal Components

Object of Program

A principal components analysis for a correlation matrix may be performed by selecting this
option. Principal components will be printed. A table of eigenvalues is then printed. This
includes the eigenvectors as well as the proportion and the cumulative proportion of the
total variance accounted for by each component.

If raw data has been input, case scores on the components may be computed and stored. If
a missing value is encountered in the calculation of component scores, the program will
ignore that particular observation. Case scores are calculated for all observations in the data
set even if the principal components were developed for only one subfile.

Special Considerations

Component Output Options

Four output options are available and are described on the CRT display. Each option allows
you to inform the program how to determine how many components should be output.
When using the minimum eigenvalue size option, many researchers choose a value of 1.00,
while the maximum cumulative percent some researchers use is about 90 percent. The
calculations, however, will be done for all principal components, i.e., one for each variable
which has been included in the analysis. The number of components which result from your
selected option will be used to determine the number printed later on in this routine.

Plots

For both the principal components plot and the component scores plot, you may select
component numbers up to and including the number of variables you originally specified for
the present analysis. Of course, if you originally had twenty variables, a plot of the 19th or
20th components may not be very useful.

Storing Principal Components Scores

The component scores are calculated and stored in the data matrix for all components
which you specify. Component scores are generated for all observations in the data set
across all subfiles. This feature may be useful for cross validation of the components be-
tween subfiles.



Factor Analysis

Object of Program

The extraction and rotation of the initial factors may be performed by selecting this option.
Factors are extracted from a correlation matrix by the principal axes method or by the
maximum likelihood method. If the principal axes method is used, three types of initial
communality estimates may be used as diagonal elements of the correlation matrix; namely,
squared multiple correlations, maximum absolute raw correlations or user-specified values.

For the principal axes method, you determine the number of factors to be extracted from
the original matrix. (The number of factors to be extracted can be specified by you or you
can specify the minimum eigenvalue bound). The maximum likelihood method provides a
statistical basis for judging the adequacy of a model with a specified number of factors.

The unrotated factors do not generally represent useful scientific factor constructs and
hence it is usually necessary to rotate. Orthogonal quartimax or varimax rotations and/or
oblique rotations may be performed on a factor matrix. After rotation, a table of the
variance extracted by each factor is printed along with the new factor loading matrix.

The program can graphically represent the original variables in terms of their factor loadings
in a space that corresponds to the common factors. Thus, using pairs of axes, one obtains p
points (where p is the number of variables) whose coordinates are factor loadings with
respect to pairs of the common factors (before and after rotations).

If the raw data has been input, factor scores for each factor may be computed and stored
after each rotation. These factor scores can be plotted in pairs.

Special Considerations

Factor Extraction Methods
For more information on the comparisons between the principal axes and maximum likeli-
hood methods of factor extraction, see references 1,2 and 3.

Principal Axes Method
a. The maximum number of factors must be less than p, the number of variables in
the analysis and must also be less than 15.
b. In choosing the minimum eigenvalue size for inclusion of a factor some analysts
use a value around 1.00. Keep in mind that if the variables were uncorrelated,
each eigenvalue would be 1.00 with the sum (total variance) equal to p.

¢. The maximum number of iterations is set by default at 25. Some analysts believe
that this number should be very small, say one or two.

d. The total variance is by convention, p, the number of variables in the analysis.

309
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Maximum Likelihood Method (MLM)
a. If p is the number of variables in the analysis, then the maximum number of
factors (m) which can be extracted by the MLM cannot exceed the largest integer
satisfying

m <Y2((2p+1)—(8p+1)1.5).

This quantity is calculated in the program and displayed as the maximum number
of factors that you may extract. See reference 11 for a more detailed discussion.

b. This method may be very time consuming. If you have a large number of vari-
ables, we suggest that you consider using the principal axes method instead.

c. This method may not converge at all. If this seems to be the case (i.e., the number
of iterations and/or ‘‘tries’’ within an iteration is excessive), the program will allow
you to stop and change to the principal axes method.

d. The chi-square statistic and hence the accuracy of the probability value depend
on the number of observations being quite large. If your sample size is small you
should interpret the chi-square values as only an approximation to the adequacy
of the model. Some authors suggest that you should specify a fairly large value for
alpha in the goodness-of-fit test, especially when the sample size is small.

Rotations

Oblique rotation schemes available in this set of programs consist of solutions generated
under the oblimin criterion. A whole class of rotations may be performed, as the oblimin
solution is indexed by a constant ranging between 0 and 1. The most important and gener-
ally applicable special case is bi-quartimin, which corresponds to an index value .5. Other
important special cases are quartimin (index = 0) and covarimin (index = 1.0). A thor-
ough discussion of these methods is given in (3).

Kaiser normalization will be used automatically in the program.

Output at each rotation stage consists of both primary factors and reference factors. These
two types of factors are related by transformation though they are subject to different inter-
pretations. In fact, columns of the primary factor matrix are simply multiples of the corres-
ponding columns in the reference factor matrix. It should be noted, that since they are the
elements of the primary factors (as in the orthogonal case), these elements may be larger than
1.00. It is the primary factors which are used in factor score calculations. The distinction
between the aforementioned concepts is well explained in (2) and (3).

Select New Variables

After completing an analysis on certain variables and subfiles, you may wish to select other
variables and/or subfiles for further analyses. You may specify the variables and subfiles
you wish to investigate by choosing this option.

When you decide to select new variables, the program will go back to the beginning of the
PC and FA procedures.

When entering the variable numbers, you may enter the numbers separated by commas, or
by dashes when denoting consecutive variables, i.e., 1, 3, 6, 8-11 for variables 1, 3, 6, 8, 9,
10, 11.



Discussion

The purpose of this section is to reacquaint you with some of the fundamentals of principal
components and factor analysis. Of course, it will not be possible to cover all of the material
that would be necessary to understand all aspects of principal components and factor
analysis in this section. Several of the references do have very good discussions on the
basics of factor analysis and how it can be used. In particular, Sections 1.1, 1.2, and 1.3 of
reference #11 have a very good discussion of the basics of Factor Analysis. In addition,
reference #9 has some good material in Chapters 1, 3, 4 and 5. The other references also
have some useful material.

The basic idea of multivariate statistical methods which fall into the category labeled Factor
Analysis is to examine a matrix expressing the dependence structure of the response vari-
ables and to determine certain factors which have generated the dependence in these
responses. We measure p variables on n individuals. These p variables frequently are
interrelated, that is, they are not independent of one another. The objective of factor
analysis and principal components is to find certain hidden, or latent, factors which are
fewer in number than the original p variables. Ideally, the observable variables may be
represented as functions of the latent factors in such a way that the original dependence
structure among the responses will be generated by the new system, to some degree of
accuracy. Hopefully, the number of latent variables or factors will be considerably less than
p. the original number of variables. In simplest terms, the responses may be thought of as
linear combinations of the latent factors, and the goal of factor analysis is to estimate the
coefficients of these linear combinations.

If we are fortunate, the coefficients of the latent factors, sometimes called factor scores, will
have some meaningful interpretation in terms of the original p variables. We would hope
that the number of factors, or latent variables, would be considerably less than p. Ideally,
two or three primary latent variables can be used in interpreting the results of the experie-
ment. They are essentially new variables — new response variables that we can use in
evaluating the results of the experiment.

This program performs a principal component analysis and factor analysis on a correlation
matrix. Given the response variables Xi, Xz, ..., X;, the technique of principal components
tries to find the coefficients, say, A11, Az, ..., Api such that the linear combination

Yi = AuXi +A21 X2 + ...+ AuX,

“explains’’ the greatest proportion of the total response variance. Having found the desired
set of values, we then seek new coefficients, say, Aiz, A2z, ..., A2 such that the linear
combination

Y2 = A12X1 + A2 X2 +4 ...+ Ap2Xp

is uncorrelated with Y1 and so that Yz explains the largest portion of the response variance
remaining after Y1 has been removed. In principal component analysis, we proceed in this
manner until we have obtained Y1, ..., Y. Since the Y’s are chosen to be uncorrelated, their
total response variance will be the same as the original X1, ..., X,. These linear combinations
of the X’s are called principal components, Y1 being the first principal component, Yz being
the second principal component, etc. In fact, the coefficients Ay, Az, ..., Ay of the jth
principal component are the elements of the eigenvector of the sample correlation matrix R
corresponding to the jth largest eigenvalue 1. The importance of the jth component is
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measured by I/p. Then, if a large proportion, say 80%, of the total response variance for the
X’s is accounted for by a few of the Y’s, we will have obtained a smaller description of the
initial dependence structure. This is the main object of principal component and factor
analyses — reduction of dimensionality. The program computes the principal components,
eigenvalues, proportion of the total variance, and cumulative proportion of the total variance
accounted for by each component.

For a study of the dependence structure, factor analysis is another technique for explaining
the covariance of the responses. Principal components is simply a transformation of the
responses. Factor analysis proposes a model for the responses which may be written as

Xi =AY +A2Y2 + ...+ AmYm + e

Xp = )\plYl +)\p2Y2 + ...+ }\mem + ep

where Y is called the jth common factor variable, \; is a coefficient reflecting the importance
of the jth factor for the ith response variable, and e is called a specific factor variable. Under
this model, each response variable, Xo is expressed as a linear combination of a few com-
mon factor variables Y1, ..., Ym. Let F = (\y), then F is the so-called factor loading matrix,
the quantity

m
hi2 = 2)\2i]
j=1

is called the communality of the ith variable, and the variance of e: is called the unique
variance of the ith variable. If we replace the diagonal elements of the sample correlation
matrix R with communalities and denote it by R* then

R* = FF'
This equation has been called ‘‘the fundamental factor theorem’’.

You can choose either the principal axes method or the maximum likelihood method to
extract the initial factors. A brief comparison between these two methods can be found in
reference 2. Factors which are not rotated do not generally represent useful scientific factor
constructs and hence it is usually necessary to rotate. The desire for correlated (oblique)
factors or uncorrelated (orthogonal) factors leads to either an oblique rotation or orthogonal
rotation of the initial factor solution.

The program computes the case scores for either principal components or factors if the raw
data has been input. For detailed information on the calculation and the interpretation of

case scores, see Chapter 16 of reference 3.

The program also provides a graphical presentation of the initial and rotated factors.



Methods and Formulae

Correlation Matrix:

Raw Data Input:
Let the input consist of N cases with p variates per case andlet X = (Xi),i = 1,...,N:j = 1,
..., P, denote the data input matrix. The covariance matrix S = (s;) is computed from

N
(N-1)S = 2 X X/’ — Nxx’
|=1

where Xi' = (xj1, ..., Xip),

1 &
X=— Xi
X Ngﬁ

i

The correlation matrix, which is used for the principal components analysis and/or factor
analysis, is then given by

R = (rij) where Ty = Sij/(SiiSjj) 12

Covariance or Correlation Matrix Input:

Let the input consist of a matrix for p variates. For a covariance matrix, the p(p+1)/2
distinct elements of the matrix S are entered and the correlation matrix R = (ry) is com-
puted by

rij = Sij/(SiiSjJ ) 12

In the third method of input, the distinct elements of R are entered directly.

Principal Components Analysis:

The eigenvalues and corresponding eigenvectors of R are obtained by a variant of the QR
method (see page 219 of reference 5). Let the eigenvalues of R be denoted by
81=02=...=0p and let W = (wy) be a pxp matrix of column eigenvectors (i.e., the jth column
of W consists of the elements of the eigenvector corresponding to the jth eigenvalue 6;).
Then W is a matrix of principal components and 6 is the variance accounted for by the ith
component.

Case Scores:
For each data case a vector of component scores f is computed by

f=W'7z
where W is the matrix of principal components and z is the vector of standardized values of
the variables.
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Factor Extractions

Principal Axes Method:
The main diagonal elements of R are either unaltered or adjusted by one of the following
options:

(i) squared multiple correlations on the main diagonal where ri is given by ri = 1 —1/r and
r'is the ith diagonal element of R™!. The Cholesky square root method is used to obtain R~
(ii) maximum absolute row value amongr;, j = 1,...,p

(iii) User specified values.

The p eigenvalues and corresponding eigenvectors of R are obtained by the QR method.
Let the eigenvalues of R be denoted by 8:=62=...=0p and the matrix of column eigenvec-
tors be denoted by W = (w1, we, ..., wp). The number of factors obtained is M = min {m, #
of i such that 8 > +c}, where M is the maximum number of factors (user specified) and c is
the minimum eigenvalue for factor inclusion (also user specified). Then the jth column of
the factor loading matrix F = (f;) is V/6w,. New estimates of commupalities are then given by

M
Ti = 2 f2;
i=1

If more than one iteration is requested, the diagonal of R is adjusted by the new estimates of
communalities and the extraction procedure is repeated. Iterations are continued until the
maximum number is reached or until the maximum change in the communality estimates is
less than 0.0001. If for a particular iteration any of the estimates of communalities exceed
one, the process will terminate, a message will be printed, and the factor matrix for the
previous iteration will be printed. Note that the number of factors may change during the
iterative process.

Maximum Likelihood Method:

The Enslein procedure (see reference 13) is used to obtain the maximum likelihood solu-
tions of the factor loading matrix F and the unique variance 6: of the ith variable. If k is the
number of factors and

p
f(®) = -log 7 61+ 3 Op—(p—k

k+1 i=k+1

where §:=02=...20, are the eigenvalues of ®-12Rd~1/2 and where ® = diag (b1, dez, ...,
dpo), the ML solution of & is the value fdi which minimize the value of fi(®). The factor
loading matrix F is then computed by

F =@ W (H - 1)!

where W = (w1, we, ...,wi), H = diag (81, 82, 6«) and where w1, wa, ..., wk are the eigenvec-
tors corresponding to the k largest roots. The initial estimate of 8: = (1 —k/2p)/r"

where r' is the ith diagonal element of R™'. The minimization procedure of the method of
Fletch and Powell is applied to the function fx (®). For a detailed explanation of the com-
putation procedure, see reference 13.



The program performs a sequence of maximum likelihood factor analyses for k = ki, ki + 1,
ki + 2, ..., ke, where ki is the minimum number of factors. The sequence terminates when
the maximum number of factors kz is reached or when a proper solution has been found and
is acceptable from the point of view of goodness-of-fit at a user specified level of signifi-
cance. If for a particular k the solution is improper (Heywood, see reference 3), having q < k
of the unique variances equal to ‘‘zero’’, the corresponding q variables are eliminated and
the partial correlation matrix R2z. is computed as follows:

(i) Find R™ by square root method

(ii) Delete the q columns and rows from R™' and evaluate the inverse of the resulting
matrix denoted by R1

(iii) Reza = D-"2RiDi-2 where D1 is a diagonal matrix with the diagonal elements of R:

The matrix Rz2a of order (p—q) is analyzed as before with the number of factors k —q, and
the resulting solution is again examined for properness. The procedure repeats until a proper
solution has been found for some k>0. A goodness-of-fit test is performed on this solution by
computing

R

X2=[N—-1-(2p+5)/6 — 2k/3] log {M—]

with degrees of freedom
v =[p—-k)2-p—kl/2

Note that R can be either the original correlation matrix or the partial correlation matrix, and
p is the order of R. If the computed chi-square value is greater than the tabled value with a
prescribed level of significance, the value of k is increased by one and the above procedure
is repeated. If the solution is acceptable, then the process terminates.

The final solution is combined with the principal components of the eliminated variables
(see equations (56), (57) of referenced), if any, to give a complete solution for all the
original variables.

Factor Rotation:

Orthogonal Rotation:
(i) Quartimax method: The object of the quartimax method is to determine the orthogonal
transformation matrix T which will carry the original factor matrix F into a new factor matrix

B = (by) for which
Q- 2 b

is a maximum. See page 298 of reference 3 for a detailed discussion.
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(ii) Varimax method: The orthogonal varimax criterion requires that the final factor matrix
B = (by) maximize the function

p k p 2
VNS I JRWRTIED Jf (b Jpwtey

i=1j=1 j=
where
hi¢ = E f;2
j=1

the communality of the ith variable of the initial factor matrix. See page 304 of reference 3
for a detailed discussion.

Oblique Rotation:
Oblique oblimin rotation may be performed to minimize the value

k P
2 [ 2 (Vii2/h2) (Vi2/hi2) — A E Vi2/hi? 12 V|,2/h12:|

i<j=1 =1

e
el

where

hiz = Efu

j=1

is the communality of the ith variable of the initial factor matrix. A is the rotation constant in the
range O to 1. Values of A which yield standard oblique rotations are:

(i) Quartimin: A = 0; least oblique
(ii) Biquartimin: A = 0.5; less oblique
(ili) Covarimin: N = 1; most oblique

Both reference and primary factors are obtained. See page 324 of reference 3 for a detailed
discussion.

Factor Scores:

Computation of factor scores begins with the calculation of a factor score coefficient matrix
C where C is PXM, P is the number of variables and M the number of factors. If we let F be
the given factor matrix (either orthogonal or oblique factors), and R the correlation matrix
for the original data, C is calculated in one of two ways.



317

Orthogonal Factors:
C=R"'F
Oblique Factors:
C =R'FQ

where F is an oblique primary factor matrix and Q is the correlation matrix of the primary
factors.

Once C has been computed, the factor scores, f, for each data case are computed by

f=c'z

where z is the vector of standardized values of the variables. For detailed information on the
calculation of the primary factor matrix and the Q matrix above, interpretation of the
primary factors, reference structure matrix, and factor scores, see reference 3.
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Examples
Sample Problem #1

This example uses a simple artificial data set which is given below. The raw data was entered
in keyboard mode. The principal component analysis was performed. Notice the *‘% of total
variance’’ row corresponds to random data. Component plots of component 1 vs. compo-
rent 2 and component 1 vs. component 3 were generated. Component scores were output
and a plot of component scores was made, again for the same pairs of components.

Factor analysis by the principal axes method was done. Communalities were found by
iteration. The iterations are not output on the printer but do appear on the CRT. The
number of factors chosen to explain the variation was 3 in this example. Factor rotation
plots were made for factor 1 vs. factor 2 and factor 1 vs. factor 3. An orthogonal varimax
rotation was performed. The contribution of factors, % of total variance, and factor plots
were output. Factor scores were also output.

Case No. X1 X2 X3 X4 Xs
1 7 9 6 5 2
2 5 5 4 6 2
3 1 2 3 4 5
4 1 6 5 2 3
5 4 6 5 2 5
6 7 9 6 6 5
7 6 5 3 2 1
8 9 8 6 5 3
9 4 6 5 2 1
10 6 5 4 3 5
11 3 2 1 6 5
12 5 6 5 2 3
13 6 5 4 5 4
14 1 6 5 8 9
15 9 8 9 6 5
16 7 3 1 9 5
17 1 5 9 3 7
18 3 5 0 7 9
19 6 2 q 8 6
20 4 6 4 2 8



KKK KKK KK KKK KK KK KK KK K KK KK HOK K KKK AR KKK KKK KKK KK KKK KKK KKK AR AOK K KA KA KKK KKK KKAKK KK
X DATA MANIPULATION X
ORAOKR KKK KKK KKK KK K K KKK KK KK KKK KK KK KK KKK KK KK KKK 3K K 3K 3K 3K KK 3OK KKK KKK KKK KK KKK KKK K KK K
Enter DATA TYPE (Press CONTINUE for RAW DATA):

1 Raw data

Mode number = ?

2 On mass storage
Is data stored on program’s scratch file (DATA)?

NO

Data file name = ?

PFACSMPRL : INTERNAL

Was data stored by the RSADM system ?

YES

Is data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device ?
YES

SAMPLE PROBLEM #1i

Data file name: PFACSMPEL: INTERNAL
Data type is: Raw data

Number of observations: 2
Number of variables:

nio

Variable names:
1. Xi
2. Xa&
3. X3
4. X4
5. XS

Subfiles: NONE

SELECT ANY KEY

Press special function key labeled-LIST
Option number = 7
i List all data

Enter method for listing data:
3

SAMPLEE PRORILLEM #1

Data type is: Raw data

Variable # 1 Variable # 2 Variable # 3 Variable # 4 Variable # S

(X1 ) (X2 ) (X3 ) (X4 ) (XS )
OBS#

i 7.00000 9.00000 6.00000 5.00000 2.00000
2 5.00000 S.00000 4.00000 &.00000 2.00000
3 i.00000 2.00000 J3.00000 4.00000 5.00000
4 1.00000 &.00000 5.00000 2.00000 3.00000
5 4.00000 6.00000 5.00000 2.00000 5.00000
6 7.00000 ?.00000 6.00000 6.00000 5.00000
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7 6.00000 S.00000 3.00000 2.00000 1.00000
8 ?.00000 8.00000 6.00000 5.00000 3.00000
9 4.00000 6.00000 5.00000 2.00000 1.00000
10 &.00000 5.00000 4. 00000 3.00000 S.00000
it 3.00000 2.00000 i.00000 6.00000 5.00000
12 S.00000 6.00000 S.00000 2.00000 3.00000
13 6.00000 5.00000 4.00000 5.00000 4.00000
i4 1.00000 6.00000 S.00000 8.00000 9.00000
i5 ?.00000 8.00000 9.00000 6.00000 S.00000
i6 7.00000 3.00000 1.00000 ?.00000 5.00000
17 1.00000 5.00000 ?.00000 3.00000 7.00000
i8 3.00000 5.00000 0.00000 7.00000 @.00000
19 6.00000 2.00000 4.00000 8.00000 6.00000
20 4.00000 6.00000 4.00000 2.00000 8.00000

Option number = ?

0 Exit list procedure

SELECT ANY KEY Select special function key labeled-ADV STAT

Remove BSDM media
Insert Principal Components & Factor Analysis
Use all the variables in the analysis (YES/NO) ? media
YES

Is the above information correct ?

YE

8

KOKAKOK KK AOK KK KKK ORI KK K K 3K KK K 3K KK KKK KK KKK A OK K KKK KK A KK KKK KK KKK KKK 3K 3K 0K K KKK KK KKK K

PRINCIPAL COMPONENTS AND FACTOR ANALYSIS

SAMPLE PROELEM #1

KRR IO KK AOK KKK IOR KKK AR AOK A KKK I KKK K KKK KK KKK KK KKK HOK K HOK KKK K KoK KKK K KKK KK oK K K

~---where variables to be uvsed are

X1
xe
X3
X4

Do
NO

V1S O

X1
X2
X3
X4
XS

CORRELATION MATRIX

X2 X3 X4 XS
.4204206 .1753833 .22859743 - . 3753400
.6175669 -.2043786 -~ 2005056

~. 2764709 ~.1251464

. 3879237

you want to store the correlation matrix ?

We could store the correlation matrix for later
use, if we wished.

Enter number of desired funtion:

2

Press

Select principal component analysis

‘CONTINUE® when ready.

AR KKK K KKK KKK KKK O KK KKK KK KKK KX
¥ PRINCIPAL COMPONENT ANALYSIS x

KKK KKK KKK KKK KKK KK KKK KKK KKK KR KK

Enter the option for components output{(i,2,3,0r 4

i

Output all principal components



COMPONENT MATRIX

Variable Name
X1
X2
X3
X4
X5

Vb Lirg =

Eigenvalue

%4 of total
variance

Cumvlative %
variance

i
.383267
.8574271
.5139714

-.305216
-.407427

2.0844182

41 .68365

41 .68365

COMPONENT

2

. 637734
. 138684
-. 090709
.744708
. 125325

1.2554647

25.10934

66.79298

3
-.297994
. 330269
.507831
.133994
. 7254514

1.04697%

20.939414

87.73240

Do you wish to plot the principal components ?

YES
Plot on CRT ?
NO

Plotter identifier string (press CONT if ‘HPGL‘)?

Enter select code, HPIR bus (defaults are 7,5)7

A beep will signify the end of the plot.

Which pen number should be used ?

i

4 5
-.09225% .590843
-.584914 ~. 446965

.673708 .125823
.322234 ~. 484690
-. 302733 .447628
.363814 . 249569

7.27622 4.99439

?5.00864 4100.00000

Note: First 3 principal components have
Eigen values bigger than 1.0.
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Enter the pair of component numbers which will be vused in this plot ?
1,2

SAMPLE PROBLEM #1

Component Plot

1.0 -
-8 -
4
16 - 1
.4 4
& .2 4
£ 5 2
% 2.8 —+—+—+—+ ——t
g 3
O -.2 +
-. 4 -+
-.6 +
-.8 +
"1-0 J"
S ® e v o8 avaa o
"" [} | ] [} (] -t

COMPONENT 1
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Plot for another two factors ?
YES

Which pen number should be used ?
i

Enter the pair of component numbers which will be used in this plot ?
1,3

SAMPLE PROBLEM #1

Component Plot

1-8 T
‘e T™
5
‘G T
3
-4 T
2
™ .2 4
- 4
z
£ o0 ——t+—+— —
o
:
8 --2 "L
1
-‘4 -
_.s -t
—'8 -
—1.8 e
I B -

COMPONENT 1
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Plot for another two factors ?
YES

Which pen number should be used ?
i

Enter the pair of component numbers which will be used in this plot ?

2,3

SAMPLE PROBLEM #1

Component Plot

1.9 -T
.8 -+~
-
.s T
3
.4 =+
2
™ .2 +
- 4
4
2 eor—+—+—+—+ b—p—p—t—|
0.
5
(s} -.2 +
1
_.4 -
_‘G T
'—c'e -+
-1.0 4
® ®© W T N 8 N T 0 o
vl" | | [} [} o -
COMPONENT 2
Plot for another two factors ?
NO
Enter the option number (1,2,0r 3)=
i Select component scores
COMPONENT SCORES
COMPONENT
Observation # i 2 3 4 5
i 2.07540 .74235 ~.15044 -.23088 -, 72271
2 .094139 . 34476 - . 93465 .54003 -. 659276
3 -1.81738 -1.30509 -. 35482 . 53949 ~. 041545
4 . 33929 -1 .8634% -.007%3 -.04159% -, 72163



5 .44944 ~-1.00482 .25200
6 1.42788 i.19038 .82627
7 .74543 -. 69652 -1.84493
8 1.93432 1.20276 -.23760
9 1.13760 ~1.24350 -.97337
i0 .12078 -.20532 ~. 30636
i4 -2.22877% -. 083214 -.92196
i2 . 9244914 -. 85573 -.47844
i3 .03008 .38027 -.49735
i4 ~1.48B126 . 36963 2.17657
15 2.431514 1.50862 4.4003%
ié -1.74444 1.94865 -1.0647%
17 .14576 -1.5%787 2.00757
i8 -2.44804 . 68660 .6427%
19 ~1.53268 1.24477 -.18584
20 -.29196 -.80330 . 94850

Do you wish to plot
YES

Plot on CRT ?

NO

the case scores ?

Plotter identifier string (press CONT if ‘HPGL’)?

Enter select code, HPIE bus (defaults are 7,%)7

A beep will signify

the end of the plot.

Which pen number should be used ?

i

.37656
.4756%
.24860
.15167
. 13479
. 32603
. 15357
.15733
.07924
. 05362
.64704
.14396
.07660
. 35444
.07945
. 05530

. 35664
.36426
.47400
.14705
.39946
.77364
.07616
.21200
.16732
.83926
. 48187
.01767
.26029
.225%7
.56124
.86858
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Enter the pair of component numbers which will be used in this ploet ?
i,2

SAMPLE PROBLEM #1
Component Scores Plot

3.8 T
2.4 +
x
1.8 +
x
1.2 * + x X
~ .6 + *
g ) -
g 2.0t +—4t { ¢ { { t } {
[} x
5
O -.6 + x
x x
x
-1.2 . =+ x
x
~-1.8 T+ x
2.4 =+
-3.0 -+
8 - O N 0o 8O0 o @ - O
§ 77078 "4 <

COMPONENT 1
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Plot for another two factors ?

YES

Which pen number should be used ?

i

Enter the pair of component numbers which will be used in this plot ?
1,3

SAMPLE PROBLEM #1
Component Scores Plot

3.0 T
2.4 +
x
x
1.8 +
1.2 + .
x
x
m .6 x 4+
'._
a x
3 8.8 — —+t t *—t t } i {
x x
'8 x x
x x x
8 -.6 +
x % x
x
-‘.2 T
-1.8 <+ x
-2.4 +
—a‘a J-
® « ©o & 0 O 0 N © - 6
(? [47] 'l" 'I" I Q - - Y] ™

COMPONENT 1
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Plot for another two factors ?

YES

Which pen number should be vused ?

i

Enter the pair of component numbers which will be vsed in this plot ?
2,3

SAMPLE PROBLEM #1
Component Scores Plot

3-0 r
2.4 T
x
x
1.8 =+
l-a T x
n
x
@™ -B - x
2 x
£ ettt ———t—t
o x Y
3 x
=
3 -.6 1 *
x X =
]
-1.2 4
-1.8 x +
-2.4 =+
-3.9 -_—
0- < ® 1] (7] (] (7] (4] @ < (]
M N e~ e 1 Q - - N ™M
[} t | [}
COMPONENT 2
Plot for another two factors ?
NO
Store the principal component case scores ?
NO
Enter number of desired funtion:
3 Select factor analysis
Max. # of factors to be extracted ({(= {5)
3 We must specify how many factors we want

to use. From the principal component analy-
sis it appears that three might be correct.



************X**************X**#*******X****X
X FACTOR ANALYSIS BY PRINCIPAL AXES METHOD X
b3 2323330338333 30330823323823022822023222888 82

A maximum of 3 factors will be extracted.

Enter Communality Estimate type (1,2,3,0r 4) =

2 Squared multiple correlation used on the di-
agonal of the correlation matrix as the ini-
tial estimates.

COMMUNALITY ESTIMATION

Squared Multiple Correlation has been used to compute the communality estimates.

Initial Estimated Communalities of Variables

Variable Communality

1. X1 .47407

2. X2 .504614

3. X3 .408%0 Starting values
4. X4 .42089

S. X% .39380

Do you wish to specify a min. eigenvalue for factor inclusion ?
NO

Do you want to refine the communality estimates using iteration ?
YES

Enter the maximum # of iterations (default=2%)

)

Max. number of iterations for factor extraction = S

Communalities of Variables after S iterations

Variable Communality
1. Xi .74634
2. X2 .72370
3. X3 .57824 Final estimates
4. X4 .67200
5. XS .63443

UNROTATED FACTOR MATRIX

FACTOR

Variable Name i 2 3
1. Xi .S40204 .628415 -.2444714
2. X2 . 7846614 . 093539 .315046
3. X3 .644004 -. 420257 . 386055
4. X4 ~-.386453 .7435%22 .144434
5. XS -.522787 . 114566 . 589658
Contribution

of factor 1.74468 .94036 . 67638

Z of total
Variance 34 .89350 18.80713 13.52766
Extracted

329
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Do you wish to perform any factor rotations ?
YES

RO KKK KKK KKK KKK K
% FACTOR ROTATION X
ROK KK HOR K KKK K KK KOk K K K
Do you wish to plet the original factors ?
YES
Plot on CRT ?
NO
Plotter identifier string (press CONT if ‘HPGL’)>?

Enter the select code, HP bus (defaults are 7,5)7?

Which PEN number should be vsed?

i

The pair of factor numbers used in this plot =?
1,2

A beep will signify the end of the plot.

SAMPLE PROBLEM #1
UNROTRTED Factor Plot
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4
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FACTOR 1



Plot for another two factors ?

YES

Which PEN number should be used?

i

The pair of factor numbers used in this plot =7
1,3

A beep will signify the end of the plot.

SAMPLE PROBLEM #1
UNROTRTED Factor Plot
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FACTOR 1
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Plot for another two factors ?

YES

Which PEN number should be used?

i

The pair of factor numbers used in this plot =?
2,3

14

A beep will signify the end of the pleot.

SAMPLE PROBLEM #1
UNROTRTED Factor Plot

1-3 T
oa -+
-s T S
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-
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v 2
* 1
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FRCTOR 2
Plot for another two factors ?
NO
Enter the type of rotation (i or 2) =
i Orthogonal rotation

Enter the method of orthogonal rotation(i or 2) =
i Choose varimax method



FACTOR MATRIX

Variable Name

unid ol
x
ol

Contribution
of factor

Z of total
Variance
Extracted

i
.218231
.796148
.747073

~.244315
-.026678

1.30000

a5.99992

ORTHOGONAL VARIMAX ROTATION

FACTOR
2 3
. 041559 ~.834864
-. 099285 -.282820
-.139647 -.024948
.738402 ~-. 272169
6563114 .4504914
1.00707 1.0543%
20.44435 241.08702

Do you wish to plot the rotated factors ?

YES
Plot on CRT ?
NO

Plotter identifier string (press CONT if ‘HPGL’)?

Enter the select code, HP bus (defauvlts are 7,5)7

Which PEN number should be used?

i

Note by the factor coefficients that factor 1
seems to be a weighted average of X2 and
X3; factor 2 is a weighted average of X4 and
X5, while factor 3 seems to be essentially X1
(and maybe X5).
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The pair of factor numbers used in this plot =7

i,2

A beep will signify the end of the plot.

FACTOR 2

1.8

ls

.2

!
.
n

1
.
H

-1.8

SAMPLE PROBLEM #1
VARIMAX ROTATED Factor Plot
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Plot for another two factors ?

YES

Which PEN number should be vused?

i

The pair of factor numbers used in this plot =?
i,3

A beep will signify the end of the plot.

SAMPLE PROBLEM #1
VARIMAX ROTATED Factor Plot
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Plot for another two factors ?

YES

Which PEN number should be used?

i

The pair of factor numbers vsed in this plot =7
2,3

A beep will signify the end of the plot.

SAMPLE PROBLEM #1
VARIMAX ROTATED Factor Plot

1.8 T
.8 T
.s -
S
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m
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-4 1
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FACTOR 2
Plot for another two factors ?
NO
Enter the option number (1,2,0r 3=
i Print out factor scores

FACTOR SCORE COEFFICIENTS
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FACTOR MATRIX

FACTOR
Variable Name i 2 3
1. X4 -. 044460 .06085%8 -, 682742
2. X2 .576544 . 074414 -.043743
3. X3 . 392323 .048432 .099292
4. X4 ~.078039 .558876 -. 207204
5. XS . 162978 .A479%49 .277970
FACTOR SCORES
FACTOR
Observation # i 2 3
i 1.03930 -.25987 -.95%96
2 -.43066 -.22%43 -.90906
3 -1.43434 -.30973 1.11956
4 . 24275 -1.03780 1.06654
S . 36364 -.56069 .49244
6 1.24248 .58816 -. 69300
7 -.54262 -1.37420 -.582914
8 .82101 -~.04477 -1.3%708
? . 08832 -1 .37066 . 02264
i0 -. 12904 - . 31560 -.19906
i1 -1.556%4 .20332 . 34475
i2 .22038 -.944163 -.04234
i3 -.26501 -. 03697 -.45482
14 . 454144 1.62054 1.235%67
is 1.44080 .62500 -1.08097
i6 ~-1.40375% 1.05664 -1.0%2%8
17 .89648 .009%6 1.64480
i8 -. 65896 1.35218 .58884
i9 ~-1.05594 . 98328 -.4248%
20 . 398417 .03870 .80077

Do you wish to plot the factor scores ?

YES

Plot on CRT ?

NO

Plotter identifier string (press CONT if ’‘HPGL‘)?

Enter the select code, HP bus (defaults are 7,5)7

Which PEN number should be vused?
i
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The pair of factor numbers used in this plot =7

1,2

A beep will signify the end of the plot.

FACTOR 2

Plot for another two factors ?

NO

1.8

1.2

SAMPLE PROBLEM #1

VARIMAX ROTATED Factor Scores Plot

-3.08

-2.4

-1.8

-1.2

- X

x

%
x|«
@ 8 «
1 o
FRCTOR 1

Do you wish to store the factor scores ?

YES

Enter a title for the new data set

FACTOR SCORES

How many factor scores do you want to store ?

-1

Name of data file

SCORE : INTERNAL.

Is data medium placed is device INTERNAL

?
YES

1.2

1.8

2.4

3.8
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PROGRAM NOW STORING FACTOR SCORES
Is program medium replaced in deviceINTERNAL
?

YES

kX The 4 factor analysis scores were stored in SCORE: INTERNAL XXX

Do you wish to perform another rotation ?
NO

Enter number of desired funtion:
4 Return to BSDM
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Sample Problem #2

The correlation matrix for a set of six fowl bone measurements of White Leghorn Fowl are
considered. The correlation matrix is the subject of Example 7.5, page 243 of Morrison (see
reference 11).

The six measurements are:

X1 = Skull length
Xz = Skull breadth
X3 = Humerus

Xs = Ulna
Xs = Femur
Xs = Tibia

Extraction of the principal components for the matrix reveals that 76% of the variance is
explained by the first component and 88% by the first two components together. Thus, if
one were interested in data reduction, it may be practical to use only the first two compo-
nents (or factors).

This particular example permits an easy interpretation of the factors or components. For
example, the first factor may be interpreted as a general average dimension of all bones,
with the wing and leg bones receiving slightly higher loadings. Further explanation of the
components may be obtained in Morrision (11).

The data was input as a correlation matrix. A principal component analysis was done and it
showed that two components accounted for over 88% of the total variance. Component
plots were done for component 1 vs. component 2, component 1 vs. component 3, and
component 2 vs. component 3.

Factor analysis by the method of principal axes was done. Communalities were calculated.
Three factors were used in the factor analysis. The first two factors accounted for over 80%
of the total variance. A factor plot was done for factor 1 vs. factor 2. Then an orthogonal
varimax rotation was performed. The result of the rotation and a new factor plot was output.

K HOK 3K KKK K KKK KKK 3K K K KKK KK K K KK K 3K 30K 3K 30 KK KKK KK K 3K 80K 30K 5 K 3K 3K 3K K 3K K KK K 3K KK KK K KKK K K KOK KKKOK KOk Kk K
X DATA MANIPULATION X
KKK K K KKK KK K 2K K K 3K KK 3K 3K K KK 3K 3K KK 3K K 3K K KKK 3K 30K 3K 30K 33K K 5K 30K 5K 30KOK 3K KK K 30K K 5OK0K 30K K 3K K KK K0k KK Kok
Enter DATA TYPE (Press CONTINUE for RAW DATA):

3 This data was stored as a correlation matrix.
Mode number = ?

2

Is data stored on program’s scratch file (DATA)?

NO

Data file name = 7

EONELNGTH : INTERNAL

Was data stored by the BSADM system ?

YES

I data medium placed in device INTERNAL

?

YES

Is program medium placed in correct device 7

YES



EHONE LENGTHS OF WHITE LEGHORN FOWL (MORRISON P.

Data file name: RONELNGTH:INTERNAL

Data type is:

Number of

Number of variables:

Variable names:

Subfiles:

o UT D Bifg

SKULL LGTH
SKULL BDTH
HUMERUS
UL.NA

FEMUR
TIRIA

NONE

SELECT ANY KEY

Data type is:

VAR ¥

[

3

observations:

Correlation matrix

6
)

243)

Press special function key labeled-LIST

BONE LENGTHS OF WHITE LEGHORN FOWL (MORRISON P.

Variable # 4
(SKULL LGTH)

i.00000
.58400
.61500
.60400
.57000
.60000

Variable % 6
(TIRIA )

.60000
.55500
.87800
.884600
.92400
i.00000

SELECT ANY KEY

Variable #

Correlation matrix

(SKULL EDTH)

.58400
i.00000
.57600
.53000
.52600
.55500

2

Variable

(HUMERUS )

.61500
.57600
1.00000
.94000
.87%00
.87800

Use all the variables in the analysis (YES/NO) ?

YES

Is the above information correct ?

YES

¥ 3

(UL.NA

Select special function key labeled-ADV STAT
Remove BSDM media
Insert Principal Components & Factor Analysis

media

243)

Variable # 4

)

.60400
.53000
.94000
.00000
.87700
. 88600

Variable # 9
(FEMUR )

.57000
.52600
.87500
.87700
1.00000
.?2400

341
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RKKOK 0K K K KKK K K 3K K 3K K K K 3K K XK K K K KK 3K KK 30K 3K K K K K 0K 30K KK KKK KK 3K KK K K KK KKK KK XK 0K KK 0K 0k Kk
PRINCIPAL COMPONENTS AND FACTOR ANALYSIS

EHONE LENGTHS OF WHITE LEGHORN FOWL (MORRISON P.

243)

KKK KKK KKK KKK AR KA OK KK A KK KKK KK R KK KKK K KKK KK KKK KK KKK KK KK K K KK KK KK KoK KO KKKk KK

~-=-Wwhere variables to be vused are

i. SKULL LGTH

2. SKULL BDTH

3. HUMERUS

4. ULNA

5. FEMUR

6. TIBIA

SKULL EDTH

SKULL LGTH .5840000
SKULL RDTH
HUMERUS
ULNA
FEMUR

CORRELATION MATRIX

HUMERUS
.6450000
.5760000

ULNA
.6010000
.5300000
.2400000

Do you want to store the correlation matrix ?

NO

Enter number of desired funtion:

2

Press

Enter the option for components ovutput(i,2,3,0r 4)

i

*CONTINUE®

when ready.

FEMUR
.5700000
.5260000
.8750000
.8770000

TIBRIA
.6000000
.5550000
.8780000
.8860000
.9240000

Select principal component analysis

KRR AAORR KKK KKK KKK K KKK KK
% PRINCIPAL COMPONENT ANALYSIS X
FORKK AR KR KKK K KKK KKK KKK K K KKK KKK KK

COMPONENT MATRIX

Variable Name
1. SKULL LGTH
2. SKULL EDTH

3. HUMERUS

4. ULNA

5. FEMUR

6. TIRIA
Eigenvalvue

% of total
variance

Cumulative %
variance

i
. 347463
.326404
.4434141
.439972
. 434532
.440140

4.567574

76.12648

76.12618

COMPONENT
el

-. 536959
~. 696453
.18732%
.254402
.278188
22%718

.744423
11.9020%

88.02823

3
.766673
~. 636305
~-.0400714
.011196
~-. 059205
-. 045735

L4124 29

6.86882

94.8970S

Output ali the principal components

4
. 042099
.002033

~. 524079

-.488769
. 514259
. 468582

.173189

2.88648

97 .7835%3

5
-. 027212
-.008031
-. 168550
.154309
-. 669453
.706942

. 075859

1.26434

99.04784

b
002378
. 058829
-.680900
L693763
. 132887
-.184237

. 057429

100.60000
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Do you wish to plot the principal components ?
YES

Plot on CRT ?

NO

Plotter identifier string (press CONT if ‘HPGL’)?

Enter select code, HPIE bus (defaults are 7,%)?
A beep will signify the end of the plot.
Which pen number should be vused 7

i

Enter the pair of component numbers which will be used in this plot ?

1,2

BONE LENGTHS OF WHITE LEGHORN FOWL

Component Plot

1.9 T
-8 -
-s -
04 -
N .2 T ;
g 8.8 —+—+——+—+ —
§ --a T
-4 4
1
-.6 4
2
-.8 4
-1.0 4
f @ @« v & & 8 v 0 o
- A R B : A

COMPONENT 1
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Plot for another two factors 7

YES

Which pen number should be used ?

i

Enter the pair of component numbers which will be used in this plot
1,3

BONE LENGTHS OF WHITE LEGHORN FOWL

Component Plot

lna T
-a - 1
us -+
u‘ T
™ .2 4
-
Z
2 e.0 —+—+—+— i
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5
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—.4 .
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COMPONENT 1
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Plot for another twoe factors ?

YES

Which pen number should be vused ?

i

Enter the pair of component numbers which will be vsed in this plot ?
e \5

-

BONE LENGTHS OF WHITE LEGHORN FOWL

Component Plot

xla ‘T
.8 1 -+
‘s -t
.4 +
m .2 4
£ 0.0 ——+—+—t At
g s
§ -02 T
-4 -+
_'s 2 -t
-.8 -
-1.0 4
8 ©o 0 T NN 08 N ¢ v o 6
T [} | [ 1 ® -
COMPONENT 2
Plot for another two factors ?
NO
Enter number of desired funtion:
3 Select factor analysis
Method for extracting factors(i OR 2)
i Use principal axes method

Max. ¥ of factors to be extracted ((= 1i%5)
3
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KKK OK K 30K KK 30K 3OK 3 KK 30K KK K KK KKK KK 0K KKK OK K OK K KX
X FACTOR ANALYSIS EY PRINCIPAL AXES METHOD X
ORI HOKACK AR KK KKK AOK KK KK KHOKKHOK KKK K KKK KKK KK KKK K

A maximum of 3 factors will be extracted.

Enter Communality Estimate type (1,2,3,0r 4) =
2 Squared multiple correlation

COMMUNALITY ESTIMATION
Squared Multiple Correlation has been used to compute the communality estimates.

Initial Estimated Communalities of Variables

Variable Communality
i. SKULL LGTH .46814
2. SKULL EDTH . 42741
3. HUMERUS .90169
4. ULNA .90232
S. FEMUR .87345
6. TIRIA .88329

Do you wish to specify a min. eigenvalue for factor inclusion ?
NO

Do you want to refine the communality estimates vsing iteration ?
YES

Enter the maximum # of iterations (default=2%5)

S

Max. number of iterations for factor extraction =S

Communalities of Variables after S iterations

Variable Communality
1. SKULL LGTH .60294
2. SKULL EDTH .560%8
3. HUMERUS . 93835
4. ULNA .9438%
S. FEMUR .91749
6. TIRIA .23088

UNROTATED FACTOR MATRIX

FACTOR

Variable Name i 2 3
1. SKULL LGTH . 684976 - 365703 .003721
2. SKULL EDTH .636078 ~-.393993 -.027403
3. HUMERUS . 9543914 . 081564 . 1629514
4. ULNA . 945555 .150044 169142
S. FEMUR . 928596 176294 -.154345%
6. TIRIA . 942826 . 125079 ~-. 162222
Contribution

of factor 4. 42422 . 36486 .10472
Z of total

Variance 73.73696 6.08099 1.74%30

Extracted



Do you wish to perform any factor rotations ?

YES
KROKKORKOKR KKK KKK KKK KKK
X FACTOR ROTATION x
KK KKK KK KKK KK KKK KKK K

Do you wish to plot the original factors ?

YES

Plot on CRT ?

NO

Plotter identifier string (press CONT if ‘HPGL’)?
Enter the select code, HP bus (defaults are 7,%)7
Which PEN number should be used?

1i”he pair of factor numbers vused in this plot =?

i,2

A beep will signify the end of the plot.

BONE LENGTHS OF WHITE LEGHORN FOWL
UNROTATED Factor Plot

l‘a T
-a T
.s L od
.4 +
.2 +
- 1
§ 8.8 ———+— —t——+—
(8]
@
L
_.a -
—.4 T a!
--s -+ .
Note that factors lie on top of each other.
(See factor matrix)
-‘8 -
—1-3 hnad
® © © T NN 8 N =« 0o o
T | 1 [} [} ] -

FACTOR 1
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Plot for another two factors ?

YES

Which PEN number should be vused?

1

The pair of factor numbers used in this plet =7
1,3

A beep will signify the end of the plot.

BONE LENGTHS OF WHITE LEGHORN FOWL
UNROTATED Factor Plot

1.8 T
.8 +
-G T
-4 T
™ .2 T e
8 a0 —+—+—+— —t——t——
O
@
L —2 1 s
-4 4 Note that factors lie on top of each other.
* ' (See factor matrix)
-.6 +
—'e - "
-1.8 -+
® © 0 * o 06 N € 0w o
-l- I | I | [\ -

FRCTOR 1
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Plot for another two factors ?

YES

Which PEN number should be vused?

i

The pair of factor numbers used in this plot =7
2,3

&)

A beep will signify the end of the plot.

BONE LENGTHS OF WHITE LEGHORN FOWL
UNROTATED Factor Plot

1.8 T
'a T
-5 T
4 T
- -2 Tas
g B.a L : : : L L L L ]
5 LI E L] L) v 1 ] L
i s
—'2 - 6
-4 4
-8 -
—'e -
_loa -
- [} [} [ 1 ) -
!
FRCTOR 2

Plot for another two factors ?

NO
Enter the type of rotation (4 or 2) =
i

Enter the method of orthogonal rotation(i or 2) =
i
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ORTHOGONAL VARIMAX ROTATION

FACTOR MATRIX

FACTOR

Variable Name i 2 3
1. SKULL LGTH . 3541827 ~-. 689172 . 064838
2. SKULL EBDTH . 298532 -. 68602 . 028647
3. HUMERUS .809842 - . 465665 256342
4. ULNA . 843788 -. 405943 .25%90014
S. FEMUR .873357 -.388363 -. 060432
6. TIBIA . 8565714 -.4388%14 -. 067387
Contribution

of factor 3.07714 1.67068 . 14597

% of total
Variance 51.28572 27 .84462 2.43291
Extracted

Do you wish to plot the rotated factors ?

YES

Plot on CRT ?

NO

Plotter identifier string (press CONT if ‘HPGL‘)?

Enter the select code, HP bus (defaults are 7,5)?

Which PEN number should be used?
i



The pair of factor numbers used in this plot =?

1,2

A beep will signify the end of the plot.

FACTOR 2

1.8

.6

BONE LENGTHS OF WHITE LEGHORN FOWL

VARIMAX ROTATED Factor Plot

Note that factors lie on top of each other.

(See factor matrix)

-
-
-
L 1 1 i 1 N 4 N 1 1
r T 1 1 1 T T 4 1 1
- e
3
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FACTOR 1
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Plot for another two factors ?

YES

Which PEN number should be vused?

i

The pair of factor numbers vsed in this plot =?
1,3

A beep will signify the end of the plot.

BONE LENGTHS OF WHITE LEGHORN FOWL
VARIMAX ROTATED Factor Plot

1;0 T
-e T
.8 -+
-4 -+
k- ]
.2 -
m
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Note that factors lie on top of each other.
(See factor matrix)
_o4 -+
-.6 +4
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® @® 0 € N O® N w 0w o O
T I t t } o -

FACTOR 1
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Plot for another two factors ?

YES .

Which PEN number should be used?

i

The pair of factor numbers used in this plot =?
5z

L d

A beep will signify the end of the plot.

BONE LENGTHS OF WHITE LEGHORN FOWL
VARIMAX ROTATED Factor Plot

1.0 T
.8 T
.6 +
4 +

834
'2 -+

FACTOR 3
L ]
o

--2 T
-.4 -
-.6 -+~
-.8 -
-1.0 -
ﬂ‘ '. I. l. |. Q. . . -
[}
FACTOR 2

Plot for another two factors ?

NO

Do you wish to perform another rotation ?
NO

Enter number of desired funtion:
4 Return to BSDM
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Notes
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Monte Carlo Simulations

General Information

Description

The programs in this software package are meant primarily as a library of utility routines to be
combined with the user’s own programs. Hence, each routine is set up as an independent,
modular unit with a standard of input and output parameters. These subprograms contain no
actual inputs or outputs, with the exception of error messages.

With each routine, the package provides a general-purpose front-end driver. In some cases,
such as the Spectral and Run tests, the driver plus the routine make sense as a stand-alone unit.
In other cases, such as the various random number deviates, the drivers are simply meant to
introduce the user to the subprogram itself.

The software package does not establish the printers or the mass storage devices. It is the user’s
responsibility to select the printer and mass storage device before using any of these routines.

The 9826/36 operating system includes a random number generator, RND.

General Instructions
How Do I Load A Stand Alone Program?

1.
2.

3.

Insert the program disc into the computer.

None of the drivers ask for the desired printer or mass storage device. This must be set by
the user from the keyboard.

Type: LOAD *‘File name’,10

Press: EXECUTE.

At this point, appropriate inputs are requested, computations are performed, and the
results are printed or saved on a mass storage device.
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How Do I Add One Of The Utility Subprograms Onto My Program?

Each program file has a driver and then one or more subprograms. If you want to incorporate
just one of these subprograms into your routine, how do you do it?

The entire file needs to be loaded into memory first, and then the particular subprogram needs
to be saved in a temporary file. Finally, after you have written your own code, you can link the
temporary file containing the desired subprogram on after your code.

1. Insert the program cartridge or disc into the computer.

Type: LOAD *‘File name”
Press: EXECUTE

3. After the program has been loaded,
Type: EDIT
Press: EXECUTE

4. At this point, the screen looks as follows:

10 Beginning of driver program.
20 .
Driver program

END
100 SUE Sub_to_be_ linked

SUBEND

5. If subprogram Sub_to_be_linked is the one desired and it goes from line 100 to line 500,
then
Type: SAVE “TEMP”’,100,500
Press: EXECUTE.

6. Type: SCRATCHA
Press: EXECUTE.

7. After you enter your program into memory, for this example assume that the last line of
your code is line 2500. Then
Type: GET “TEMP”,2510
Press: EXECUTE.

8. The desired subprogram is then linked on behind your routine.
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Special Considerations
1. All the programs in this package have been set up using the random number generator
RND. This may be replaced by the super random generator contained in RSUPER.

2. You now have two different random number generators at your disposal.

RND: a randomly generated generator. (See the section further on in General
Information for more details.)

RSUPER: a combination generator. (See “RSUPER” for further details.)

It is strongly suggested that any serious Monte Carlo simulation should be run with both of
these generators.

3. This package is meant to provide a set of subprogram utilities which you can combine to
meet your particular needs. Each utility may be viewed as an independent modular unit.
This allows you to combine these building blocks into your own program.

4. In order to get a feel for how each utility works and, in the case of the various generators,
how much confidence you can place in them, driver routines have been provided. So, it
is suggested that you first use these driver programs as is, and then later adapt them to
your particular need.

5. In order to allow you the most flexibility, no references are made to printers or mass
storage devices. Hence, to have a particular program run from a floppy disk in the
internal disc drive and have all information printed on the CRT, you would type in the
following before running your program:

1. a. Type: MASS STORAGE IS *:INTERNAL”
b. Press: EXECUTE

2. a. Type: PRINTERIS 1
b. Press: EXECUTE

6. Each of the driver programs for the random deviates allows you to:

1. generate a set of random numbers to be printed or saved on a mass storage device.
or

2. get a feeling for the quality of the generator by running through some randomly
generated tests.
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7.

10.

There may be occasions where you will not have enough memory to store all the random
numbers you would like to have. A number of possible tricks are available to you:

a. Presently all deviates are set up in full precision arrays. Can you store the deviates in
an integer? Where a full precision array requires 8 bytes per number, an integer only
requires 2. Care must be taken here to dimension your array using an INTEGER
statement rather than a DIM. Also, the parameters in the SUB statement must be
changed to INTEGER.

b. Can you generate and use the random numbers in a partitioned fashion? For exam-
ple, generate 1000 deviates, use them; generate 1000 more, use them; etc.

c. If b is not possible, can you make use of your mass storage device to recall the
deviates as you need them? For example:

i. generate 1000 deviates; store them; generate 1000 more, store them; etc.

ii. bring first 1000 deviates into memory; use them; bring them 1000 in, use them;
etc.

Entering a value of 1 for the printer’s select code automatically causes the program to
skip over the question requesting the printer’s bus address.

If you choose to check through some examples of random data sets produced by one of
the generators, default values are supplied for the parameters. For example, you may see
a prompt such as:

# OF RANDOM DEVIATES IN EACH SET?
100

If the default number, 100, is acceptable to you simply press CONTINUE and 100
deviates will be generated in each set. If you wish to have a different number generated,
edit the number in the response line before pressing CONTINUE.

If you store a set of random numbers produced by one of the generators, the data set
may be read into a statistical data base created by Basic Statistics and Data Manipulation
(BSDM) and then accessed by any other statistics routine.

To access the data using BSDM, remember that the data was not stored by BSDM. Thus,
you will need to supply a name for the data set, a variable name, number of observations,
etc.



9826/36 Random Number Generator: RND

This generator uses a standard ‘‘multiplicative congruential generator’. In this generator, a
starting value called the seed is multiplied by a positive integer constant, and the result is taken
modulus M.

X(i+1) = A% Xi Mod M

The algorithm used in the RND has a starting seed of 37480660. This seed may be set by the
program to any new value by using the RANDOMIZE statement.

In this routine, the value A = 16 807, is used for the multiplier. The modulus M = 23! —1. The
exact steps used in the algorithm are presented below.

The algorithm below is the one used to generate the next random number in a sequence from
the previous one (i.e., the seed) using RND:

1. Multiply the current seed by 16 807.

2. Take the result of Step 1 Modulus M.

3. Save result of Step 2 as the new seed.

4. Convert the result of Step 2 to a number between 0 and 1.

(Divide by 231_1).

5. Goto Step 1.

References

1. Camp, Warren V. and Lewis, T.G., “Implementing a Pseudo-Random Number Gener-
ator on a Minicomputer”’, [EEE Transactions on Software Engineering, May, 1977.

2. Knuth, Donald E., The Art of Computer Programming, Volume 2: Seminumerical Algor-
ithms, Addision-Wesley, Reading, Mass., 1969.

3. Learmonth, J. and Lewis, P.A.W., “Naval Postgraduate School Random Number Gener-
ator Package LLRANDOM”, Naval Postgraduate School, Monterey, Calif., 1973.

4. Learmonth, J. and Lewis, P.A.W., “Statistical Tests of Some Widely Used and Recently
Proposed Uniform Random Number Generators’”’, Naval Postgraduate School, Mon-
terey, Calif., 1973.

5. MacLauren, M.D. and Marsaglia, G., “Uniform Random Number Generators’’, JACM
12, Jan. 1965, p. 83-89.

6. Marsaglia, G. and Bray, T.A., “One-line Random Number Generators and Their Use in
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8. Reddy, Y.V., “PL/I Process Generators’”’, SIMULETTER, Vol. III, Oct. 1976, p. 25-29.
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Random Number Generators

Object of Program

Subprograms with optional drivers are provided to generate random deviates on some stan-

dard statistical distributions.

The subprograms have been set up as independent modules. Hence, it is quite simple to use
these routines in your own programs. Choose values for the required input parameters, call the
subprogram and the resulting outputs are returned to you. See the General Information section

if this manual for detailed instructions.

Optional drivers have also been set up for your use. In general, the drivers: i) allow you to
directly generate a set of deviates to be printed or saved on a mass storage device; and ii)
provide the ability to check out the particular generator through the use of some standard tests

in order to get a feel for the quality of the deviates produced.

Typical Program Flow

4‘ LOAD “DRIVER PROGRAM",10 ]_‘—

I Choose to check through examples

|

!

L Use default parameter values

l

!

Numbers are generated and statistics
on the deviates are printed.

l Choose to consider a specific data set ]

!

[ Enter parameters J

!

I Print out the data set

{

[ Store the data set |
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(RBETA)

Random Numbers Generated
from a Beta Distribution

Description

Given a Beta distribution with V1 and V2 degrees of freedom, respectively, this subprogram
generates a set of random deviates. The probability density function is:

f(x)=[x 1 (V1/2-1)1[ (1 —-x) T (V2/2-1)]/[B(V1/2,V2/2) ]
for 0=x=<1, where B(*,*) is the beta function.

File Name
“RBETA”

Calling Syntax
CALL Random_beta (N,V1,V2,X(*) )

Input Parameters
N number of deviates desired.
V1, V2 degrees of freedom on the Beta distribution.

Output Parameters
X(*) array of dimension (1:N) containing the N deviates.

Algorithm
This routine generates deviates for the beta distribution with v1, v2 degrees of freedom. The
method used is valid for both integer and non-integer v1 and v2:
1. Generate uniform random deviates ul and uZ2.
2. Setyl=ul 1 (2n1);y2=u2 1 (2/v2), repeating this process until finding y1 + y2<=1.
3. Then x=yl/(yl+y2).

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2 Seminumerical Algor-
ithms, Reading, Mass.: Addision-Wesley, 1969, p. 115.
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(RBINOM)

Random Integers Generated From a
Binomial Distribution (T,P)

Description

Given that some event occurs with probability P and that we carry out T independent trials, this
subprogram generates a set of integers with the binomial distribution (T,P). The probability
density function is:

fx)=(x) [P 1 x1[(1-P) 1 (T—x) ]
Forx=0,1,....T.

File Name
“RBINOM”’

Calling Syntax
CALL Random_binomial (N,P, T, X(*) )

Input Parameters

N number of deviates
P probability of the event occurring.
T number of independent trials. -

Output Parameters
X(*) array of dimension (1:N) containing integers randomly
generated for the number of occurrences.

Algorithm
Given T and P:

1. Set Sum=0.

ForI=1toT.

Generate a uniform random deviate U.
If U <=P then Sum=Sum+1.

Next .

The binomial deviate is equal to Sum.

SR e

Reference
1. Reddy, Y.V., “PL/l Process Generators’’, SIMULETTER, Vol Ill, Oct. 1976, p. 25-26.
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(RCHISQ)

Random Numbers From a Chi-square
Distribution

Description

Given the number of degrees of freedom and the number of deviates desired, this subprogram
generates a set of random numbers with the Chi-square distribution. The probability density
function is:

f(x) =[.6 1 (v/2)][x 1 (v/2-1)][exp(—.5x)])/[G(v/2)] for x > 0, where v is the degrees of
freedom and G(*) is the gamma function.

File Name
“RCHISQ”

Calling Syntax
CALL Random_chi_sq(N,V,X(*) )

Input Parameters
N  number of deviates desired.

V  degrees of freedom.

Output Parameters :
X(*) array of dimension (1:N) containing the N deviates.

Algorithm

This utility generates random deviates for the Chi-square distribution with v degrees of
freedom.

For each deviate, if v = 2%k, where k is an integer

set x = 2%(yl + y2+... +yk) where the y’s are independent random variables with the
exponential distribution, each with mean = 1.

Ifv=2+k+1,

set x = 2%(yl + y2+...+yk)+z T 2 where the y’s are as before, and z is a random
variable independent of the y’s, with the normal distribution (mean = , standard
deviation = 1).

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2 Seminumerical Algor-
ithms. Reading, Mass: Addison-Wesley, 1969, p. 115.
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(REXPON)
Random Numbers From an Exponential Distribution

Description

Given a mean, which you supply, this subprogram generates a set of exponential deviates. The
probability density function is:

f(x) = [exp(—x/pn)J/p
for x>0, where u is the mean of the distribution = Mp.

File Name
“REXPON”

Calling Syntax
CALL Random_expon (N,Mu,X(*) )

Input Parameters
N number of deviates desired.
Mu mean of the distribution.

Output Parameters
X(*) array of dimension (1:N) containing the N deviates.

Algorithm

This routine uses the random minimization method (due to George Marsaglia) to compute an
exponentially distributed variable without using the logarithm subroutine. Although this routine
takes slightly more space, it is much faster than the traditional algorithm.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2 Seminumerical Algo-
rithms. Reading, Mass.: Addison-Wesley, 1969, p. 114.
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(RF)
Random Numbers Generated From an F-Distribution

Description

Given an F-distribution (variance-ratio distribution) with V1 and V2 being the numerator and
denominator degrees of freedom, respectively, this subprogram generates a set of correspond-
ing random deviates. The probability density function is:

[G(V1/2+V2/2)[(VIN2) 1 V1/2]x 1 (V1/2-1)]
fx)="GV1/2)GV2/2)[(1 + (VIV2)x) } (V1/2+V2/2)]
for x>0, V1 and V2 positive integers.

File Name
L‘RF’?

Calling Syntax
CALL Random_f(N,V1,V2 X(*) )

Input Parameters
N number of deviates desired.

Vi, V2 degrees of freedom on the F-distribution.

Output Parameters
X(*) array of dimension (1:N) containing the N random numbers.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2 Seminumerical Algo-
rithms. Reading, Mass.: Addison-Wesley, 1969, p. 116.
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(RGAMM1)
Random Integers Generated From a Gamma (Alpha)
Distribution
Description

This subprogram generates a set of Gamma (Alpha) deviates. The probability density function
is:

fx)=[(x) 1 (Alpha—1) )(exp (—x)}/G(Alpha)

where Alpha>0 is the distribution parameter and G(*) is the gamma function.

File Name
“RGAMM1”

Calling Syntax
CALL Random_gammal (N,Alpha,X(*) )

Input Parameters
N number of random numbers desired.

Alpha Gamma parameter.
Output Parameters

X(*) array of dimension (1:N) containing numbers randomly generated with the given
Gamma distribution.
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(RGAMM2)
Random Numbers Generated From a Gamma
(A,B) Distribution

Description

This subprogram generates a set of Gamma (A,B) random deviates. The probability density
function is:

fx)=[x 1 (B—1)]lexp (~x/A)]/[G(B) A 1 B]
for x, A and B>0, where G(*) is the gamma function.

File Name
“RGAMM2¢

Calling Syntax
CALL Random_gamma2 (N,A B, X(*) )

Input Parameters
N number of random deviates desired.

AB Gamma parameters, B must be an integer.
Output Parameters

X(*) array of dimension (1:N) containing deviates randomly generated with the Gamma
distribution.

Algorithm
1. Given Gamma parameters A and B, generate B independent exponential deviates with
mean =A.

2. The corresponding Gamma deviate is equal to the sum of the B exponential deviates.
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(RGEOM)
Random Integers Generated From a Geometric
Distribution

Description

Given that a certain event occurs with probability P, this subprogram generates N random
integers with the appropriate Geometric distribution; that is, each random integer represents
the number of individual trials needed until the given event first occurs (or between occurrences
of the event). The probability density function is:

f(x)=P(1-P) 1 (x—1)
forx=12....

File Name
“RGEOM” Calling Syntax
Call Random_geom (N,P,Integer(*) )

Input Parameters
N number of random integers desired.
P probability of a given event occurring.

Output Parameters
Integer(*) array of dimension (1:N) containing integers randomly generated for the number
of independent trials needed until the given event occurs.

Algorithm
The probability of the event first occurring on the Rth trial is P*(1-P) 1 (R-1).

A convenient way to generate a variable with this distribution when P is small, is to set R = the
least integer function of [In(U)/In(1 —P)] where U is a uniformly generated random number.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithnms, Reading, Mass.: Addison-Wesley, p. 116.



369

(RLNORM)
Random Lognormal Deviates

Description

This subprogram generates a set of random deviates such that the natural logarithm of the
deviates follows a normal distribution with mean = Mu and standard deviation = Sigma. The
probability density function is:

f(x) =[exp(—.5[(In x —Mu)/Sigma] 1 2)]/[x((2*PI) 1 .5)*Sigma]

File Name
“RLNORM”

Calling Syntax
CALL Random_lognorm (N,Mu,Sigma, X(*))

Input Parameters

N number of deviates desired.
Mu mean of the associated normal distribution.
Sigma standard deviation of the associated normal distribution.

Output Parameters
X(*) array of dimension (1:N) containing the N lognormal deviates.

Algorithm
1. LetS = log[(Sigma 1 2)/(Mu 1 2)+1].
2. LetU = log (Mu) — 0.5%S.
3. Generate a normal deviate A, with mean = U and standard deviation = Square Root of

(S).
4. Then the lognormal deviate is equal to exp (A).

Reference
1. Reddy, Y.V., “PL/I Process Generators”’, SIMULETTER, Vol. IlI, Oct., 1976, p. 27.
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(RNEGBI)
Random Numbers Generated From a Negative
Binomial Distribution

Description
This subprogram generates a set of Negative Binomial random deviates, that is, each random

integer represents the number of trials needed until a given event occurs R times. The probabil-
ity density function is:

0 =(31) P 1R(A-P) 1 x=R))

forO<P<l andx = 1,2....

File Name
“RNEGBI”

Calling Syntax
CALL Random_neg_bin (N,R,P,X(*) )

Input Parameters

N number of random integers desired.
R failure value.

| probability.

Algorithm

1. Given parameters R and P, generate R random geometric deviates with parameter P.

2. The corresponding Negative Binomial Deviate is equal to the sum of the R geometric
deviates.

Reference

1. Wheeler, R.E., “‘Random Variable Generators’’, SIMULETTER, Vol. IV, April, 1973, p.
22.
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Normal Random Deviates With Mean = ()
And Standard Deviation = 1

Description
This subprogram calculates an even number of normally distributed variables with mean = 0
and standard deviation = 1. The probability density function is:

f(x) = [exp(—.5(x 1 2))]/[(2*PI) 1 .5]

File Name
“RNORM”

Calling Syntax
CALL Random_normal (N,X(*) )

Input Parameters
N number of normal deviates desired. N must be even.

Output Parameters
X(*) array of dimension (1:N) containing the N normal deviates.

Algorithm

This utility generates random deviates for the normal distribution with mean = 0 and standard
deviation = 1. An adapted form of the Polar Method is used. (See Reference 1.)

Special Considerations

1. Due to the nature of the algorithm used, this routine generates an even number of normal
deviates. If an odd number is requested, an error message is printed and the routine has
to be re-entered again.

2. This method is rather slow, but it has essentially perfect accuracy and takes a minimum of
storage space.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 104.
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(RNORM1)
Normal Random Deviates With Specified
Mean and Standard Deviation

Description

This subprogram generates a set of normal random deviates with mean = Mu and standard
deviation = Sigma. The probability density function is:

f(x) = exp[ — (x — Mu)?/(2+Sigma 1 2))/[(2+PI) 1 .5*Sigma]
where Sigma >0.

File Name
“RNORM1”

Calling Syntax
CALL Random_normall (N,Mu,Sigma,X(*) )

Input Parameters

N number of deviates desired
Mu assume a normal distribution with mean = Mu.
Sigma assume a normal distribution with Standard Deviation = Sigma.

Output Parameters
X(*) array of dimension (1:N) containing the N normal deviates.

Algorithm

Given a mean = u and standard

deviation = s,
1. Generate a deviate x with a normal distribution with mean 0 and standard deviation = 1.
2. Theny = u + s*x.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 113.
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(RNORM2)
Dependent Normally Distributed Random Variables
(Bivariate Normal Deviates)

Description

This subprogram generates two dependent random variables which have a bivariate normal
distribution with marginal means =Mul,Mu2, marginal standard deviations = Sigmal,
Sigma2, and Correlation Coefficient = Rho.

File Name
“RNORM2”

Calling Syntax
CALL Random_normal2 (Mul,Mu2,Sigmal,Sigma2,Rho, X1(*),X2(*) )

Input Parameters

Mul, Mu2 marginal means.
Sigmal, Sigma2 marginal standard deviations.
Rho marginal correlation coefficient.

Output Parameters
X1(*), X2(*) two vectors of dependent normally distributed random variables.

Algorithm
If x1 and x2 are independent normal deviates with mean = 0 and standard deviation = 1, and
if

y1l=Mul + Sigmal#*x1, and y2 = Mu2 + Sigma2*(Rho#*x1 +,/1 —Rho 1 2%x2)
then y1 and y2 are dependent random variables, normally distributed with means Mul, Mu2
and standard deviations Sigmal and Sigma2, and with correlation coefficient Rho.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 113.
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(RPAR1)
Random Pareto Generator Of The First Kind

Description

This program generates sets of random Pareto deviates of the first kind. The probability density
function is defined as follows:

f(x) = [N*A 1 NJ/x 1 (N+1) for x>A

File Name
“RPAR1”

Calling Syntax
CALL Random_paretol (Number A,N,X(*) )

Input Parameters
Number  number of random deviates desired.
AN Pareto parameters.

Output Parameters
X(*) array of dimension (1:N) containing N Pareto deviates of the first kind.

Algorithm
1. Given parameters A and N, generate a uniform deviate U.
2. Then the Pareto deviate is equal to: A/(1-U) 1 (1/N).
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(RPAR2)
Random Pareto Generator Of The Second Kind

Description

This program generates sets of random Pareto deviates of the second kind. The probability
density function is defined as follows:

f(x) = [N*B 1 N]/[B + x] 1 (N + 1) for x>0.

File Name
“RPAR2”

Calling Syntax
CALL Random_pareto2 (Number B,N,X(x) )

Input Parameters
Number  number of random deviates desired.
B,N Pareto parameters.

Output Parameters
X(*) array of dimension (1:N) containing N Pareto deviates of the second kind.

Algorithm
1. Given parameters B and N, generate a uniform deviate U.
2. Then the Pareto deviate is equal to: B/(1-U) 1 (1/N)-B.
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(RPOISS)
Random Integers Generated From
A Poisson Distribution

Description
This subprogram generates a set of Poisson deviates with a specified mean. The probability
density function is:

f(x) = [exp(—Mu) (Mu 1 x)]/x!
for x = 0,1,..., where Mu is the mean of the distribution, and Mu>0

File Name
“RPOISS”

Calling Syntax
CALL Random_poisson (N,Mu,X(*) )

Input Parameters
N number of random integers desired.
Mu mean of the Poisson distribution.

Output Parameters
X(*) array of dimension (1:N) containing integers randomly generated with the given
Poisson distribution.

Algorithm
Given a mean of the distribution Mu,
1. Set: P = exp (—Mu)

N=0

Q=1
2. Generate a random variable U, uniformly distributed between 0 and 1.
3. Set: Q = Q*U

4. [f Q>P, thenset N = N + 1 and return to step 2.
Else, terminate the algorithm with output N.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 116.
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(RSPHER)
Random Points on an M-dimensional
Sphere of Radius One

Description
This subprogram generates a set of random points on an M-dimensional sphere of radius one.

File Name
“RSPHER”

Calling Syntax
CALL Random_sphere (N,M,X)*) )

Input Parameters
N number of random points desired.

M number of dimensions of the sphere.

Output Parameters

X(*) array of dimension (1:N) containing the N random points.
Algorithm
1. Let X1, X2...., Xm be independent normal deviates (means =0, standard

deviation=1).
2. LetR=SQR(X112+X2172+...+Xm12).

3. Then the point (X1/R,X2/R,...,Xm/R) is a random point on the M dimensional sphere of
radius one.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2 Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 116.
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(RSUPER)
Super Uniform Random Number Generator

Description

Given methods for generating two random sequences, this schuffling algorithm successfully
outputs the terms of a ‘considerably more random’ sequence. This routine uses RND twice to
generate ‘super’ random numbers and, due to the slow execution speed, should be used only in
cases where no regular random number generator will do. The probability density function is:

flx) =1
for O0=x<1

File Name
“RSUPER”

Calling Syntax
CALL Random_super (N,X(*) )

Input Parameters
N number of random deviates desired.

Output Parameters
X(*) array of dimension (1:N) containing N uniformly generated random numbers on
the range (0,1).

Algorithm

This method has been suggested by Bays and Durham in (Ref. 1). Given methods for generat-
ing two pseudo-random sequences xn and yn, this routine will output terms of a ‘considerably
more random’ sequence.

A temporary table V(1:107) is used in the generation of sequence yn.

1. Fill table V with the first 107 elements of sequence Xn.

2. Set X,Y equal to the next numbers of the sequences Xn,Yn, respectively.
3. Setd = INT(101*Y + 1)
q

Output V(J) and set V(J) = X.
Go to step 2.

In our routine, both sequences Xn and Yn are generated using RND.

Knuth contends that the sequence obtained by applying this algorithm will satisfy virtually
anyone’s requirements for randomness in a computer-generated sequence.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Vol. II. Seminumerical Algor-
ithms, Second Edition, Reading, Mass.: Addison-Wesley, 1969, 1981.



Special Considerations

1. As a result of our own tests, this generator comes highly recommended. It performed
extremely well on all of our tests of randomness. In terms of execution speed and storage
space, it is approximately three times as slow as RND alone, plus it requires an extra 856
or so bytes for storage of the temporary array.

2. In using this routine, it is suggested that as many random deviates be generated on one
call as is possible. Each time the subprogram is entered, 107 new table values are
created.

3. If you are interested in repeatability of an experiment, remember that initial seeds must
be set for RND (using RANDOMIZE).

4. 1f you plan on calling this routine a large number of times, a significant amount of time
would be saved if the table V is set up once in your calling routine and then passed as an
additional parameter to Random_super. This will avoid the overhead of redoing this table
each time you enter the routine.

(RT)

Random Numbers Generated From A T-Distribution

Description

This subprogram generates a set of random deviates for a T-distribution with V degrees of
freedom. The probability density function is:

f(x) = G((V+1)/2)/[G(V/2) ((VxPI) 1 .5) ((1+(x 1 2)/V( 1 (V+1)/z]
forV=12..

File Name
3 LRT’ b

Calling Syntax
CALL Random_t (N,V,X(*) )

Input Parameters
N number of random deviates desired.

\Y degrees of freedom.

Output Parameters
X(x*) array of dimension (1:N) containing the N random deviates.

Algorithm
1. Letyl be a normal deviate. (mean = 0, standard deviation = 1)
2. Let y2 be independent of y1, having the Chi-square distribution with v degrees of

freedom.
3. Then x = y1/(SQR(y2/v) ) is independent, having the T distribution with v degrees of
freedom.
Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical Algor-
ithms. Reading, Mass.: Addison-Wesley, 1969, p. 116.
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(RT1EXT)
Random Type I Extreme-Value Generator

Description

This program generates sets of random Type | Extreme-Value deviates. The cumulative dis-
tribution function is defined as follows:

f(x) = exp(—exp[ —Alpha*(x —Mu)])

File Name
“RT1EXT”

Calling Syntax
CALL Random_typelext (Number,Alpha,Mu,X(*) ).

Input Parametes
Number number of random deviates desired.
Alpha Mu Type I parameters.

Output Parameters
X(*) array of dimension (1:N) containing N Type I deviates.

Algorithm

1. Given parameters Alpha and Mu, generate a uniform deviate U.
2. Then the Type Il deviate is equal to: —log[ —log(U)}/Alpha + Mu.



(RT2EXT)
Random Type II Extreme-Value Generator

Description

This program generates sets of random Type II Extreme-Value deviates. The cumulative dis-
tribution function is defined as follows:

F(x) = exp[ - (V/x) T K]

File Name
“RT2EXT”

Calling Syntax
CALL Random_type2ext (Number,V K X(*) )

Input Parameters
Number number of random deviates desired.
V.K Type Il parameters.

Output Parameters
X(*) array of dimension (1:N) containing N Type II deviates.

Algorithm
1. Given parameters V and K, generate a uniform deviate U.
2. Then the Type Il deviate is equal to: Vx[ —log(U)] 1 (—1/K).
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(RUNIF)
Uniform Random Number Generator

Description
This program generates sets of uniform random numbers. The probability density function is:

flx) =1
for0=s=x=<1

Calling Syntax
CALL Random_uniform (N, X(*) )

Input Parameters
N number of random deviates desired.

Output Parameters
X(*) array of dimension (1:N) containing N uniformly generated random numbers on

the range (0,1).
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(RWEIBU)
Random Integers Generated

From a Weibull Distribution

Description
This subprogram generates a set of Weibull deviates. The cumulative distribution function is:

F(x) = 1— exp[—(x 1 (Beta) )/Alpha]

File Name
“RWEIBU”’

Calling Syntax
CALL Random_weibull (N,Alpha,Beta, X(*) )

Input Parameters
N number of random deviates desired.

Alpha,Beta Weibull parameters.

Output Parameters
X(*) array of dimension (1:N) containing deviates randomly generated with the
given Weibull distribution.

Reference

1. Wheeler, R.E., “‘Random Variable Generators’’, SIMULETTER, Vol. IV, April 1973, p.
22.
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Tests for Randomness

Object of Programs

A standard set of statistical tests for randomness is provided. These tests are designed as
independent subprograms with optional drivers. These driver programs have been set up to test
the binary random number generator RND for randomness. The aim here is twofold: i) to
actually allow you to check the randomness of RND; and ii) to show you how a typical test
might be set up.

(TCHISQ)
Chi-square Test

Description

This subprogram performs a Chi-Square test on a set of observations placed in a set of cate-
gories with given probabilities.

File Name
“TCHISQ”

Calling Syntax
Call Chi_sq_test (N,Cats,Prob(x*),Obs(*),V,P)

Input Parameters
N number of observations. This should be at least 5*Cats, but preferably much
larger, for a valid test.

Cats number of categories.

Prob(*) array of dimension (1:Cats) containing the probabilities of any event occurring in
a particular category. Care must be taken to insure that no probability value is too
small.

Obs(*) array of dimension (1:Cats) containing the number of observations occurring in

each category.

Output Parameters
\Y% Chi-square statistic. V is expected to have the Chi-square distribution with
(Cats — 1) degrees of freedom.

P right-tailed probability; Prob (X>V).
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Special Considerations
1. The Chi-square method can only be used with sets of independent observations.

2. The proper choice of N is somewhat obscure. Large values of N will tend to smooth out
‘locally’ non-random behavior, that is, blocks of numbers with a strong bias followed by
blocks of numbers with the opposite bias. But, N should be large enough so that each
of the expected values N*Prob> = 5 for the probability associated with each category.
Preferably, N should be taken much larger than this. So, the method should probably
be used with a number of different values of N.

3. From the Chi-square formula, we can see that a very small probability value would
severely influence the Chi-square statistic. Hence, it is suggested that categories with
very small probabilities be grouped together into one larger category.

4. You must supply the routine with the number of categories into which the data is to be
partitioned. For example, to check the randomness of the first digit, ten categories will
be sufficient. To check the first two digits, 100 categories are recommended.

Algorithm

A fairly large number, N, of independent observations is made. We count the number of
observations falling into each of K categories, and compute the quantity.

K
V =(1/N) 2 ( (observed(l) 1 2)/Prob(l) ) —N
i=1

In the associated driver program, the right-tailed probability P(X>V) is then calculated using
(K—1) as the number of degrees of freedom.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 35-40.
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(TKS)
Kolmogorov-Smirnov Test

Description

Given a continuous cumulative distribution function F(X), this subprogram calculates the stan-
dard Kolmogorov-Smirnov statistics of maximum deviation.

File Name
‘ tTKS) 9

Calling Syntax
Call K_s_test (N,Knp,Knn)

Input Parameters
N number of observations

The distribution function F(X) must be provided as an in-line function to the subprogram.

Output Parameters

Knp positive K-S statistic.
Knn negative K-S statistic.
Algorithm

Given a distribution function F(x) = probability that (X< = x) for a random variable X, the
statistics Knp (Kn positive) and Knn (Kn negative) can be obtained as follows:

1. Obtain the observations x1,x2,..., xn.

2. Sort the observations: x1< = x2< = ...< = xn.

3. Knp = SQR(n)* maximum of [j/n — F(xj)] where 1< = j< = n.
Knn = SQR(n) * maximum of [F(xj) — (j— 1)/n] where 1 < = j< = n.

Special Considerations

1. The method used in the driver program (using several tests for moderately sized N, then
combining the observations later in another K-S test), tends to detect both local and
global nonrandom behavior.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 41-48.
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(TMAXT)
Maximum of T Test

Description

This routine generates groups of uniform random numbers, finds the maximum of each group
and then applies the Kolmogorov-Smirnov test to the resulting set of numbers.

File Name
“TMAXT”

Calling Syntax
CALL Max_of_t (N, T,Knp,Knn)

Input Parameters
N number of groups to be tested.

T size of each group.

Output Parameters

Knp positive Kolmogorov-Smirnov statistic.
Knn negative Kolmogorov-Smirnov statistic.
Algorithm

For 0< = j<n, let Vj = max(Utj, Utj+1, ..., Utj+t—1) where the U’s are uniformly distri-
buted random numbers.

Now apply the Kolmogorov-Smirnov test to the sequence VO, V1, ..., Vn—1, with the dis-
tribution function F(x) = x 1 t, (0< = x< = 1).

Reference

1. Knuth, Donald E., The Art of Computer Programming, Vol. I, Seminumerical Algo-
rithms, Readinbg, Mass.: Addison-Wesley, 1969, p. 64.
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(TPOKER)
Modified Poker Test

Description

This subprogram calculates the number of distinct values in a given set of observations. A
Chi-square test is then applied to the set of data.

File Name
“TPOKER”

Calling Syntax
CALL Poker_test (K,N,Digits,V,P)

Input Parameters
K number of possible different digits in a set. The degrees of freedom is then
(K—1). A reasonable number here is 5.

N number of test sets to be used. N should be at least 5%(K-1), but preferably much
larger, for a valid Chi-square test.

Digits range on the allowed digits, [0,Digits-1]: 13 or 10 would be reasonable values
here.

Output Parameters

Y, Chi-square statistic. V is expected to have the Chi-square distribution with (K-1)
degrees of freedom.

p right-tailed probability; Prob (X>V).

Algorithm

In general, we look at n groups of k successive numbers. We count the number of k-tuples
with r different values. For example, generate 1000 groups of 5 successive numbers, where
the numbers range from 1 to 13. How many sets have all 5 numbers different? How many
have 4 different? How many 3? 27 1?

A Chi-square test is then made, using the probability.
P(r) = d*(d—1)*..x(d—r+1)/(d T k)*S(k,r)

where d is the number of possible digits considered and S(k,r) is the standard Sterling number
of k,r.

Special Considerations

You will be required to enter a starting and ending value for the number of groups desired, as
well as the increment between values. At each value, three independent tests are run.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 57-58.
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(TRUNS)
Runs Test

Description

This subprogram sets up N random numbers and calculates the number of ascending or
descending runs in the sequence. A special Chi-square statistic is then produced.

File Name
“TRUNS”

Calling Syntax
CALL Runs_test (N,Direction,V,P)

Input Parameters
N number of random deviates used. The value of N should be 4000 or more.

Direction  Direction = 1 means an ascending run.
Direction = — 1 means a descending run.

Output Parameters

\Y, Chi-square statistic. Since adjacent runs are not independent, a standard Chi-
square test cannot be used here. A special test, with six degrees of freedom is
used instead.

p Right-tailed probability; Prob (X>V).

Algorithm
In this algorithm, we examine the length of monotone subsequences of an original sequence
of random numbers; that is, segments which are increasing or decreasing.

1. Calculate the increasing (or decreasing) run lengths and count how many runs have
length 1, 2, ..., 6 or greater.

2. Since adjacent runs are not independent, we cannot apply a standard Chi-square test to
the above data. Instead, we calculate a special statistic V (see Ref. 1, p. 61) which
should have the Chi-square distribution with six degrees of freedom, when N is large.
The value of N should be at least 4000 for a valid test. This test may also be used for
decreasing runs.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 60-61.
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(TSERAL)
Serial Test

Description
This subprogram tests whether pairs of successive numbers are uniformly distributed in an
independent manner.

File Name
“TSERAL”

Calling Syntax
CALL Serial_test (N,D,D_squared,V,P)

Input Parameters

N number of uniform random numbers to be tested.

D number of digits permitted; 5 or 10 is a reasonable number here.

D_squared D+D:; this must be passed as a parameter to allow for dynamic allocation of

arrays.

Output Parameters

\Y) Chi-square statistic. V is expected to have the Chi-square distribution with (D *
D — 1) degrees of freedom.

P right-tailed probability; Prob(X>V).

Algorithm

Given n = total number of uniform random numbers.

d = number of digits permitted; that is, the deviates created are used to create inte-
gers1,2...,d.

yj = jth random integer.

Then for each pair of integers (q,r) with 0< = q, r<d, count the number of times the pair

(v2j,y2j + 1) = (q,r) occurs, for 0< = j<n.

Finally, apply the Chi-square test to these k = d*d equi-probable categories with probability
1/{d*d) in each case.

Special Considerations
1. The number of digits permitted may be chosen as any convenient number. But care
must be taken since a valid Chi-square test should have n large compared to k; that is,
n>5+d*d at least.
So, if

0 then n>500

d=1
d = 20 then n>2000

etc.



2. This test may easily be adapted to triples, quadruples, etc., instead of pairs. But the
value of d must be severely limited in order to avoid having too many categories. Fre-
quently, in this case, less exact tests, such as the poker test or the maximum t test are
used instead.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 55-66.

(SPCTRL)
Spectral Test

Description

This test is used in theoretically determining the value of coefficient A, given the word size of the
computer, M, in the linear congruential model described in the General Information section of
this manual. The value of A is crucial in setting up a good uniform random number generator.
This is by far the most powerful test currently available on any sized machine. It tends to
measure the statistical independence of adjacent n-tuples of numbers and is generally applied
for N = 2,3,4 and perhaps a few higher values of N.

File Name
“SPCTRL”

Calling Syntax
CALL Spectral (A,M,N,Info,Q,V,Cn)

Input Parameters
A the multiplier to be tested. It is essential that the linear congruential sequence be of
maximal period.

M modulus used in the model; in our case, M<2°49-1.

N size of n-tuple to be measured. This test is generally applied for N = 2.3, 4 and
perhaps a few higher values of N.

Info intermediate information on program execution each time a particular section of
code has been entered as well as total number of iterations required for conver-
gence can be printed out at the user’s option:

Info = 1 = < print out intermediate information.
Info = 0 = > do not print out the information.

391
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Output Parameters

Q V 1 2, equals the wave number squared.
Y, smallest non-zero wave number in the spectrum.
Cn - Pl 1 (N/2)xV 1 N

(N/2)!*M

Special Considerations

1. Since BASIC string routines are used to perform the multi-precision arithmetic, this
program is very slow.

2. The subprogram allows at most 12 digits for A and M. If larger numbers are desired,
some parameters must be changed to strings before entering the routine.

Change: SUB Spectral (A,M,N,Info,Q,V,Cn)
DIM———————
Coef$ = VAL$(A)
CALL Clean-up (Coef$)
Base$ = VAL$(M)
CALL Clean-up (Base$)

To: SUB Spectral (Coef$,Base$,N,Info,Q,V,Cn)

3. As suggested in the literature, the driver has been set up for N = 2,3,4,5,6.

4. The multi-precision arithmetic routines are set up as independent subprograms so that
the user may apply them to other contexts as well. Presently, each of these routines
allows for up to 90 digits of accuracy. This can be increased simply by changing the
DIM statements at the beginning of each routine.

Note

This test is quite slow. It is not unusual for it to run for a couple of
hours with one pair.

5. The program has been set up with n-tuples of size 2, 3, 4, 5 and 6. For each of these
values, the quantity Cn is calculated. Large values of Cn correspond to randomness,
small values correspond to nonrandomness. Knuth suggests that the multiplier A passes
the spectral test if the Cn values are all greater than or equal to 0.1, and it passes the
test with flying colors if all are greater than or equal to 1.

Reference

1. Knuth, Donald E., The Art of Computer Programming, Vol. I, Seminumerical Algo-
rithms. Reading, Mass.: Addison-Wesley, 1969, p. 69-100.
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Elementary Sampling Techniques

Object of Programs

This section provides some elementary sampling and shuffling techniques. Independent sub-
programs with optional driver routines are provided.

(SSEL)
Selection Sampling

Description

Given a set of N objects, this program will select n of them at random in an unbiased manner
(a simple random sample without replacement).

File Name
“SSEL”

Calling Syntax
CALL Sel_sampling (T_number,S_number, X(*) )

Input Parameters
T_number total number of records in the set.

S_number number of records to be selected.

Output Parameters
X(*) array of size (1:N) containing the index numbers of the records to be sampled.

Algorithm
To select n records at random from a set of N, where O<n< = N:
1. Sett=0m=20.
2. Generate a random number U, uniformly distributed between zero and one.
3. If(N—-t)*U> = (n—m), then go to step 5.
Else go to step 4.
4. Select the next record index for the sample.
m=m+1.
t=t+1.
If m<n then go to step 2.
Else the sample is complete and the algorithm terminates.
5. Skip the next record index.
t=1t+1
Go to step 2.
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Special Considerations

1.

In order to avoid connections between samples obtained on different runs, care must be
taken to use different starting seeds each time this program is run. RND (using RANDO-
MIZE) allows for this. The seed can either be initialized in the calling program or the
subprogram itself.

A simple way of initializing different seeds for different runs is to do the following: use the
digits from the month, day, and time that the program is run as the seed. For example, if
you are running the program on June 19 at 9:47 am, then your seed would be 6190947.

Reference

1.

Knuth, Donald E., The Art of Computer Programming. Vol. II, Seminumerical Algo-
rithms, Reading, Mass.: Addison-Wesley, 1969, p. 122.

(SSHUFL)
Shuffling

Description
Given an array of numbers, this program randomly shuffles the array.

File Name
“SSHUFL”

Calling Syntax
CALL Sshuffle (N,X(*) )

Input Parameters

N number of digits in the array to be shuffled.
X(*) array of dimension (1:N) containing the digits to be shuffled.
Output Parameters
X(*) array of dimension (1:N) containing the shuffled digits.
Algorithm
Let X1,X2, ..., Xt be a set of t numbers to be shuffled.
1. Set: j =t
2. Generate a random number U, uniformly distributed between zero and one.
3. Set: k = greatest integer in [j*U + 1]. Hence, k is a random integer between i and j.
Exchange Xk and X;j.
4. j=ij-1.

If i>1 then return to step 2.
Else the algorithm terminates at this point.



395

Reference

1. Knuth, Donald E., The Art of Computer Programming, Volume 2, Seminumerical
Algorithms. Reading, Mass.: Addison-Wesley, 1969, p. 124-125.
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Notes



397

Appendix

Changes Necessary For Larger Data Sets

CAUTION
INCREASING THE SIZE OF THE DATA SET MAY CAUSE A
PROBLEM. THERE MAY NOT BE ENOUGH ROOM ON THE
PROGRAM DISC TO STORE THE ENLARGED DATA SET. TO
FIND OUT, PROCEED AS FOLLOWS.

A. Perform the following check on each of your program tapes or discs (excluding Monte
Carlo Random Number Generator):

1. Make sure nothing of value is in the scratch file “DATA”". If there is, use the STORE
routine to save it.

2. Type: PURGE “DATA”

3. Press: EXECUTE -

4. Type: CREATF“ﬁATA”, 2+ (8+n) DIV 1280,1280 where n is the maximum num-
ber of data values you wish to use in the statistics routines (and is equal to number of
variables times number of observations per variable).

5. Press: EXECUTE

In addition, follow the above procedure for the file named “BACKUP”’ on Basic Statistics
and Data Manipulation.

If you obtain an error using the above procedure on any of the program tapes or discs,
you must transfer all data to a larger media in order to expand the data set.
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B. Make the following change to Basic Statistics and Data Manipulation:

Press:
Type:
Press:

AR .

Type:.
.EXECUTE

LOAD“FILE1”

EDIT 80
EXECUTE

By editing, make the line read

Mno=n
where n is the maximum number of data values you wish to use in the statistics
routines. This must be less than or equal to 1500.

Press:
Press:
Type:

o X N o

Press:
10. Type:
11. Press:

ENTER

shift RESET
PURGE “FILE1”
EXECUTE
STORE “FILE1”
EXECUTE

Note

Maximum number of variables is 50 and cannot be changed by the
user.

Statistics Library Data Formats

The following is a description of the data format used in the Statistics Library. Also included is
an explanation of the steps you need to perform to have a program create data compatible with

the library.

Method 1 Numeric Data Only
If you wish to have another program, write a data file that is compatible with the library. It is
important to note that the actual numeric data could be written in one of two forms:

Observations Variables
01 02 03 04 ON Vl V2 V3 Vp

7] Vl g 01
] -
B V2 E 02
.g Vs OR 2 05
S 3

V, o Oy

The statistics library will prompt you for additional information such as sample size (n), number
of variables (p), title of the data set, and names of the variables.
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The statements needed to store the data are as follows:

03 OPTION BASE 1

10 P=3 ! P=pno, of variables

20 N=10 ! N=yno. of observations

30 ALLOCATE X(PN) ! THIS COULD BE X(N:P)

40 1

S0 ! Put data into matrix X

6O !

70 CREATE BDAT "FILE " INT((B*P*N)/1280)+2,1280 ! 8 bvtes per entry and
80 ASSIGN BFilel TO “FILE1L" ! 1280 bvtes per lodical
90 OUTPUT BFileliX(%) ! record

100 ASSIGN BFilel TO *

110 END

Method 2 Numeric Data and Descriptive Data

If you wish to have another program, write a data file that is compatible with the library and if
you wish to have it store descriptive information as well, you need to prepare the file in a slightly
different manner.

The following data is stored in record 1 of the data file:

Datasettitle ............... ... ... .. ... ........ T$[80]
Number of observations . ........................ No
Number of variables ... ......................... Nv (max. is 50)
Variable names . ............. ... ... ... ... ..... Vn$(50)[10]
Numberof subfiles .......... ... ... ... .. ..... Ns (max. is 20)
Subfilenames .............. ... . ... .. Sn$(20)[10]
Subfile characterizations . ................. ... .... Sc(20)
Note

No, Nv, Ns, and the array Sc{x) should be declared in real precision.

Starting with record 2, the Statistics Library expects to find the data array.

The statements needed to store the data are as follows:

03 OPTION BASE 1

10 P=3 ! P=na, of variables

20 N=10 ! N=no. of observations

30 ALLOCATE X{P,N)

35 DIM  T$0[BOI1,» Un$(S0)L101, Sn$(20)L101, Sc(20)

40 |

50 ! Put data into matrix X and descriptive data into other variables
60 !

70 CREATE BDAT "FILE1",INT((B*P*N)/12B0)+2,1280

80 ASSIGN EBFilel TO "FILEL"

B85 OUTPUT @File+135T$,NoNu,»Uns(*) Ns,Sn$(*)15c(*) I Write record 1

90 OUTPUT @File 2iX(*) I Write records 243+,
100 ASSIGN BFilel to *

110 END

When using this format and the Statistics Library asks you the question, ‘‘Was the data stored
by the BS&DM system?”’, answer Yes. This will tell the library to expect the header record as
record #1.
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Statistical Tables

Quantiles of the Spearman Test Statistic?

n p = .900 950 975 .990 995 .999
4 .8000 .8000

5 .7000 .8000 .9000 .9000

6 .6000 7714 .8286 .8857 .9429

7 5357 .6786 .7450 8571 .8929 9643
8 .5000 .6190 7143 .8095 .8571 .9286
9 .4667 .5833 .6833 7667 8167 .9000
10 4424 5515 .6364 7333 7818 .8667
11 4182 5273 .6091 .7000 7455 .8364
12 .3986 .4965 .5804 6713 7273 8182
13 3791 .4780 5549 .6429 .6978 7912
14 3626 4593 .5341 .6220 .6747 7670
15 .3500 4429 5179 .6000 .6536 7464
16 .3382 4265 .5000 .5824 .6324 7265
17 .3260 4118 4853 .5637 .6152 .7083
18 3148 .3994 4716 .5480 5975 .6904
19 3070 .3895 4579 5333 .5825 6737
20 2977 .3789 4451 5203 .5684 .6586
21 .2909 .3688 4351 .5078 5545 .6455
22 .2829 3597 4241 4963 .5426 .6318
23 2767 3518 4150 .4852 .5306 .6186
24 .2704 3435 4061 4748 .5200 .6070
25 .2646 3362 3977 4654 5100 .5962
26 .2588 3299 .3894 4564 .5002 .5856
27 .2540 3236 3822 4481 4915 5757
28 .2490 3175 3749 4401 4828 .5660
29 .2443 3113 .3685 4320 4744 5567
30 .2400 .3059 .3620 4251 4665 .5479

@ The entries in this table are selected quantiles w, of the Spearman rank correlation
coefficient p when used as a test statistic. The lower quantiles may be obtained from the
equation

Wp = —Wip
The critical region corresponds to values of p smaller than (or greater than) but not includ-
ing the appropriate quantile. Note that the median of p is 0.

This table was reprinted from Practical Nonparametric Statistics by W.J. Conover, with permission from John Wiley and Sons, Inc., and authors Dr.
Gerald J. Glasser and Dr. Winter.
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Quantiles of the Wilcoxon Signed Ranks Test Statistic®

n(n +1)
Woos Wor Woes Wos Wi Woeo Wi Wao W 50 )

n=4 0 0 0 0 1 3 3 4 5 10
5 0 0 0 1 3 4 5 6 7.5 15
6 0 0 1 3 4 6 8 9 10.5 21
7 0 1 3 4 6 9 11 12 14 28
8 1 2 4 6 9 12 14 16 18 36
9 2 4 6 9 11 15 18 20 22.5 45
10 4 6 9 11 15 19 22 25 217.5 55
11 6 8 11 14 18 23 27 30 33 66
12 8 10 14 18 22 28 32 36 39 78

13 10 13 18 22 27 i3 38 42 45.5 91
14 13 16 22 26 32 39 44 48 52.5 105
15 16 20 26 31 37 45 51 55 60 120
16 20 24 30 36 43 5t 58 63 68 136
17 24 28 35 42 49 58 65 71 76.5 153
18 28 33 4] 48 56 66 73 80 85.5 171
19 33 38 47 54 63 74 82 89 95 190
20 38 44 53 61 70 82 91 98 105 210

@ The entries in this table are quantiles w,, of the Wilcoxon signed ranks test statistic
T, for selected values of p < .50. Quantiles w, for p > .50 may be computed from the
equation

w,=nln+1)2 —w,_,

where n(n + 1)/2 is given in the right hand column in the table. Note that P(T < w)<p
and P(T > w,) < | — pif Hy is true. Critical regions correspond to values of T less than
(or greater than) but not including the appropriate quantile.

This table was reprinted from the Journal of the American Statistical Associ>*ion, Dr. Robert L. McCornack author, and with the permission of the
American Statistical Association.
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Quantiles of the Kolmogorov Test Statistica

One-Sided Test

p=.90 .95 975 .99 .995 p=.90 .95 975 .99 .995
Two-Sided Test

p=.80 .90 .95 .98 .99 p=.80 .90 .95 .98 .99
n=1 .900 950 .975 .990 .995 n=21 .226 .259 .287 .321 .344
2 .684 776 .842 900 929 22 .221 253 281 314 337
3 .565 .636 .708 .785 .829 23 216 .247 275 .307 .330
4 493 565 .624 .689 .734 24 212 242 .269 .301 .323
S .447 .509 .563 .627 .669 25 .208 .238 .264 .295 317
6 .410 468 .519 .577 .617 26 .204 .233 .259 .290 .31
7 .381 436 .483 .538 .576 27 .200 229 .254 .284 .305
8 .358 .410 .454 507 .542 28 197 225 .250 279 .300
9 .33 .387 .430 .480 .513 29 .193 221 .246 275 .295
10 .323 369 409 457 .489 30 .190 218 .242 .270 .290
11 .308 .352  .391  .437 468 31 .187 .214 238 .266 .285
12 .296 .338 375 419 449 32 .184 211 234 .262 281
13 .285 325,361 .404 432 33 .182 .208 231 .258 277
14 275 .314 349 390 418 34 179 .205 227 .254 273
15 .266 .304 338 377 .404 35 177 .202 224 .251 269
16 .258 .295 327 .366 .392 36 174 .199 221 .247 .265
17 .250 .286  .318 .355 .381 37 172 .196 .218 .244 262
18 .244 279,309 .346 (371 38 .170 .194 215 241 .258
19 .237 271 .301 (337 .361 39 .168 .191 213 .238 .255
20 .232 .265 .294 329 .352 40 .165 .189 .210 .235 252
Approximation 107 122 136 152 163

for n > 40 Vn \Von Vo Vo Va

¢ The entries in this table are selected quantiles w, of the Kolmogorov test statistics T, T,*,
and T,~ as defined by (6.1.1) for two-sided tests and by (6.1.2) and (6.1.3) for one-sided tests.
Reject Hy at the level a if T exceeds the | — a quantile given in this table. These quantiles are
exact for n < 20 in the two-tailed test. The other quantiles are approximations which are equal to
the exact quantiles in most cases.

This table was reprinted from the Journal of the American Statistical Association with the permission of the American Statistical Association, author
Dr. J.L. Miller.



Quantiles of the Mann-Whitney Test Statistic

m
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w

LN
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Co
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12 13 14 15 16 17 18 19 20
01 0 o0 0 0 0 0 0 0 0 0 0 0 0 ©0 ©0 O0 ©0 O0 0
05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o0 0 ©0 1 1

20 o0 0 0 0 0 0 0 0 0 0 o0 1t t 1 1 1 1 2 2
©2s o0 0 0 0 0 0 I 1 1 1 2 2 2 2 2 3 3 3 3
0 0 0 0 1 1 1 2 2 2 2 3 3 4 4 4 4 S 5 5
0 o0 1 1 2 2 2 3 3 4 4 5 s 5 6 6 1 1 8 8
01 0 0 0 0 0 0 0 0 0 0 0 0 ©O0 O O 1 1 1 1
05 o0 0 0 0 0 0o O 1 1 1 2 2 2 3 3 3 3 4 a4

3 0 0 o0 0 0 O 1 1 2 2 2 3 3 3 4 4 S5 5 S5 6
o5 o0 o0 0 1 2 2 3 3 4 4 S5 S 6 6 71 1 8 8 9
05 0 1 1 2 3 3 4 5 S5 6 6 7 8 8 9 10 10 11 12
10 1 2 2 3 4 S 6 6 7 8 9 10 11 11 12 13 14 15 16
0 o0 o0 0 0 0 0o o0 O 1 1 1 2 2 2 3 3 4 4 4
05 0 o0 0 o0 1 t 2 2 3 3 4 4 S 6 6 71 1 8 9

4 004 0 0 0 1 2 2 3 4 4 S 6 6 1 9 8 9 10 10 1
02 o0 o0 1 2 3 4 5 S 6 7 8 9 10 1 12 12 13 14 1S
05 0 1 2 3 4 5 6 7 8 9 10 11 12 13 15 16 17 18 19
0 1 2 4 5 6 7 8 10 11 12 13 14 16 17 18 19 21 22 23
001 0 6 0o 0 0 0 1 2 2 3 3 4 4 S5 6 6 71 8 8
005 0 0 0 1 2 2 3 4 5 6 7 8 8 9 10 11 12 13 14

s o 0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
025 0 1 2 3 4 6 7 8 9 10 12 13 14 15 16 18 19 20 21
05 1 2 3 5 6 7 9 10 12 13 14 16 17 19 20 21 23 24 26
€0 2 3 5 6 8 9 11 13 14 16 18 19 21 23 24 26 28 29 31
001 0 0 0 0 0 0 2 3 4 5 5 6 7 8 9 10 1 12 13
005 0 0 1 2 3 4 S5 6 7 8 10 11 12 13 14 16 17 18 19

6 o 0 0 2 3 4 5 7 8 9 10 12 13 14 16 17 19 20 21 23
025 o 2 3 4 6 7 9 11 12 14 15 17 18 20 22 23 25 26 28
05 1 3 4 6 8 9 11 13 15 17 18 20 22 24 26 27 29 31 33
10 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 35 37 39
001 0 0 0 0 1 2 3 4 6 7 8 9 10 11 12 14 15 16 17
005 0 0 1 2 4 5 7 8 10 11 13 14 16 17 19 2 22 23 25

7 0o 0 1 2 4 S 7 8 10 12 13 15 17 18 20 22 24 25 21 29
025 0 2 4 6 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
01 3 05 7 9 12 14 16 18 20 22 25 27 29 31 34 36 38 40
10 2 S 7 9 12 14 17 19 22 24 27 29 32 34 37 39 42 44 47
001 0 o 0 1 2 3 S 6 7 9 10 12 13 15 16 18 19 21 22
005 0 0 2 3 5 7 3 10 12 14 16 18 19 21 23 25 27 29 3l

8 o 0 1 3 s 7 8 10 12 14 16 18 21 23 25 27 29 31 33 35
025 1 3 5 7 9 11 14 16 18 20 23 25 27 30 32 35 37 39 2
05 2 4 6 9 11 14 16 19 21 24 27 29 32 34 37 40 42 45 48
d0 3 6 8 11 14 17 20 23 25 28 31 34 37 40 43 46 49 52 55
0 0 0 o0 2 3 4 6 8 9 11 13 15 16 18 20 22 24 26 27
05 0 1 2 4 6 8 10 12 14 17 19 21 23 25 28 30 32 34 37

9 00 0 2 4 6 8 10 12 15 17 19 22 24 27 29 32 34 37 39 4l
025 1 3 5 8 11 13 16 18 21 24 27 29 32 35 38 40 43 46 49
0 2 S 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 SS
10 3 6 10 13 16 19 23 26 29 32 36 39 42 46 49 53 56 59 63
0 0 o0 1 2 4 6 7 9 11 13 15 18 20 22 24 26 28 30 33
05 0 1 3 S 7 10 12 14 17 19 22 25 27 30 32 35 38 40 43

10 00 0 2 4 7 9 12 14 17 20 23 25 28 31 34 37 39 42 45 48
025 1 4 6 9 12 15 18 21 24 27 30 34 37 40 43 46 49 53 56
05 2 5 8 12 15 18 21 25 28 32 35 38 42 45 49 52 56 59 63
10 4 7 11 14 18 22 25 29 33 37 40 44 48 52 S5 59 63 67 T
0 0 o0 1 3 S 7 9 11 13 16 18 21 23 25 28 30 33 35 38
05S 0 1 3 6 8 11 14 17 19 22 25 28 31 34 37 40 43 46 49

1M o0 0 2 S5 8 10 13 16 19 23 26 29 32 35 38 42 45 48 SI 54
025 1 4 7 10 14 17 20 24 27 31 34 38 41 45 48 52 56 59 63
05 2 6 9 13 17 20 24 28 32 35 39 43 47 S S5 S8 62 66 70
10 4 8 12 16 20 24 28 32 37 41 45 49 S3 S8 62 66 0 T4 19
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Quantiles of the Mann-Whitney Test Statistic (continued)

.001 0 0 1 3 5 8 10 13 15 18 21 24 26 29 32 35 38 41 43
.005 0 2 4 7 10 13 16 19 22 25 28 32 35 38 42 45 48 52 55
12 .01 0 3 6 9 12 15 18 22 25 29 32 36 39 43 47 S0 54 57 6l
.025 2 s 8 12 15 19 23 27 30 34 38 42 46 S0 54 S8 62 66 70
.05 3 6 10 14 18 22 27 31 35 39 43 48 S2 S6 61 65 69 713 78
.10 5 9 13 18 22 27 31 36 40 45 S0 sS4 59 64 68 73 78 82 87
.001 0 0 2 4 6 9 12 15 18 21 24 27 30 33 36 39 43 46 49
.005 0 2 4 8 11 14 18 21 25 28 32 35 39 43 46 S50 54 S8 6l
13 .01 1 3 6 10 13 17 21 24 28 32 36 40 44 48 52 S6 60 64 68
.025 2 5 9 13 17 21 25 29 34 38 42 46 5l 55 60 64 68 73 77
.05 3 7 11 16 20 25 29 34 38 43 48 52 57T 62 66 71 76 81 85
.10 5 10 14 19 24 29 34 39 44 49 5S4 59 64 69 75 8 8 90 95
.001 0 0 2 4 7 10 13 16 20 23 26 30 33 37 40 44 47 5] 55
.005 0 2 S 8 12 16 19 23 27 3t 35 39 43 47 51 $5 59 64 68
14 .01 1 3 7 11 14 18 23 27 31 35 39 44 48 52 57 6l 6 70 74
.025 2 6 10 14 18 23 27 32 37 41 46 51 56 60 65 70 75 79 84
.05 4 8 12 17 22 27 32 37 42 47 52 57T 62 67 72 78 8 88 93
.10 5 11 16 21 26 32 37 42 48 53 59 64 70 75 81 8 92 98 103
.001 0 0 2 5 8 11 15 18 22 25 29 33 37 41 44 48 52 56 60
.005 0 3 6 9 13 17 21 25 30 34 38 43 47 52 56 6l 65 70 74
15 .01 1 4 8 12 16 20 25 29 34 38 43 48 52 57 62 671 Tl 76 81
025 2 6 11 15 20 25 30 35 40 45 50 S5 60 65 71 76 81 86 91
.05 4 8 13 19 24 29 34 40 45 S1 S6 62 67 73 18 84 8 95 101
.10 6 11 17 23 28 34 40 46 52 58 64 69 75 8 8 93 99 105 111
.001 0 0 3 6 9 12 16 20 24 28 32 36 40 44 49 S3 57 61 66
.005 0 3 6 10 14 19 23 28 32 37 42 46 5l 56 61 66 71 75 80
16 .01 1 4 8 13 17 22 27 32 37 42 47 52 57 62 61 72 71 8 88
.025 2 7 12 16 22 27 32 38 43 48 54 60 65 71 76 82 8 93 99
.05 4 9 15 20 26 31 37 43 49 S5 61 66 72 78 8 90 96 102 108
.10 6 12 18 24 30 37 43 49 55 62 68 75 81 87 94 100 107 113 120
.001 0 1 3 6 10 14 18 22 26 30 35 39 44 48 53 S8 62 67 Tl
.005 0 3 7 11 16 20 25 30 35 40 45 SO 55 6l 6 71 76 82 87
17 .01 1 S 9 14 19 24 29 34 39 45 S0 56 6l 67 72 78 83 89 94
.025 3 7 12 18 23 29 35 40 46 52 S8 64 70 76 82 88 94 100 106
.05 4 10 16 21 27 34 40 46 52 S8 65 Tl 78 84 90 97 103 110 116
.10 7 13 19 26 32 39 46 53 59 66 73 8 8 93 100 107 114 121 128
.001 0 1 4 7 11 1S 19 24 28 33 38 43 47 52 57 62 61 12 77
.005 0 3 07 12 17 22 27 32 38 43 48 54 59 65 7l 76 82 88 93
18 .01 1 S 10 15 20 25 31 37 42 48 54 60 66 7l 77 83 89 95 101
.025 3 8 13 19 25 31 37 43 49 S6 62 68 15 8l 87 94 100 107 113
.05 5 10 17 23 29 36 42 49 S6 62 69 76 83 89 96 103 110 117 124
.10 7 14 21 28 35 42 49 S6 63 70 78 85 92 99 107 114 121 129 136
.001 0 1 4 8 12 16 21 26 30 35 41 46 51 56 61 67 72 18 83
.005 1 4 8 13 18 23 29 34 40 46 52 S8 64 70 75 82 88 94 100
19 .01 2 s 10 16 21 27 33 39 45 S1 ST 64 70 76 83 8 95 102 108
025 3 8 14 20 26 33 39 46 S3 S9 66 73 79 8 93 100 107 114 120
.05 S 11 18 24 31 38 45 52 59 66 73 8l 8 95 102 110 117 124 131
10 8 15 22 29 37 44 52 59 67 74 82 90 98 105 113 121 129 136 144
.001 0 1 4 8 13 17 22 27 33 38 43 49 S5 60 66 7l 77 83 89
.005 1 4 9 14 19 25 31 37 43 49 55 ol 68 74 80 87 93 100 106
20 .01 2 6 11 17 23 29 35 41 48 54 61 68 74 81 8 94 10l 108 115
.025 3 9 15 21 28 35 42 49 S6 63 70 77 84 91 99 106 1l 3 120 128
.05 5 2 19 26 33 40 48 S5 63 70 78 85 93 101 108 1ll6 124 131 139
8 6

23 31 39 47 55 63 71 79 87 95 103 111 120 128 136 144 152

This table was reprinted from Practical Nonparametric Statistics by W.J. Conover, with permission from John Wiley and Sons, Inc., and author L.R.
Verdooren.




Percentage Points of the Duncan New Multiple Range Test

405

ny 2 3 4 5 6 7 8 9 10 12 14 16 18 20 50 100
1 18.0 18.0 18.0 8.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.0
2 6.09 6.09 | 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09 6.09
3 4.50| 450 | 4.50| 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50 4.50
4 3.93 4.01 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02 4.02
5 3.64 3.74 3.79 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83 3.83
6 3.46 3.58 3.64 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68 3.68
7 3.35 3.47 3.54 3.58 3.60 3.61 3.61 3.61 3.61 3.61 3.61 3.61 3.61 3.61 3.61 3.61
8 3.26{ 3.39 3.47 3.52 3.55 3.56 3.50 3.56 3.56 3.56 3.56 3.56 3.56 3.56 3.56 3.56
9 3.20 3.34 3.41 3.47 3.50 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52 3.52
10 3.15 3.30 3.37 3.43 3.46 3.47 3.47 3.47 3.47 3.47 3.47 3.47 3.47 3.48 3.48 3.48
11 in 3.27 3.35 3.39 3.43 3.4 3.45 3.46 3.46 3.46 3.46 3.46 3.47 3.48 3.48 3.48
12 3.08 3.23 3.33 3.36 3.40 3.42 3.44 3.4 3.46 3.46 3.46 3.46 3.47 3.48 3.48 3.48
13 3.06 3.21 3.30 3.35 3.38 3.41 3.42 3.44 3.45 3.45 3.46 3.46 3.47 3.47 3.47 3.47
14 3.03 3.18 3.27 3.33 3.37 3.39 3.41 3.42 3.44 3.45 3.46 3.46 3.47 3.47 3.47 3.47
15 3.01 3.16 3.25 3.31 3.36 3.38 3.40 3.42 3.43 3.44 3.45 3.46 3.47 3.47 3.47 3 47
16 3.00 3.15 3.23 3.30 3.3¢4 3.37 3.39 3.41 3.43 3.4 3.45 3.46 3.47 3 .47 3.47 3.47
17 2.98 3.13 3.22 3.28 3.33 3.36 3.38 3.40 3.42 3.44 3.45 3.46 3.47 3.47 3.47 3.47
18 2.97 3.12 3.21 3.27 3.32 3.35 3.37 3.39 3.41 3.43 3.45 3.46 3.47 3.47 3.47 3.47
19 2.96 3.1 3.19 3.26 3.31 3.35 3.37 3.39 3.41 3.43 3.44 3.46 3.47 3 .47 3.47 3 .47
20 2.95 3.10 3.18 3.25 3.30 3.34 3.30 3.38 3.40 3.43 3.44 3.46 3.46 3.47 3.47 3.47
22 2.93 3.08 3.17 3.24 3.29 3.32 3.35 3.37 3.39 3.42 3.4 3.45 3.46 3.47 3.47 3.47

24 2.92 3.07 3.15 3.22 3.28 3.31 3.34 3.37 3.38 3.41 3.44 3.45 3.46 3.47 3.47 3.47
26 2.91 3.06 3.14 3.21 3.27 3.30 3.34 3.36 3.38 3.41 3.43 3.45 3.46 3.47 3.47 3.47
28 2.90 3.04 3.13 3.20 3.26 3.30 3.33 3.35 3.37 3.40 3.43 3.45 3. 46 3.47 3.47 3 .47
30 2.89 3.04 3.12 3.20 3.25 3.29 3.32 3.35 3.37 3.40 3.43 3.44 3.46 3.47 3.47 3.47
40 2.86 3.01 3.10 3.17 3.22 3.27 3.30 3.33 3.35 3.39 3.42 3.44 3.46 3.47 3.47 3.47
60 2.83 2.08 3.08 3.14 3.20 3.24 3.28 3.31 3.33 3.37 3.40 3.43 3.45 3.47 3.48 3.48
100 2.80 2.95 3.05 3.12 3.18 3.22 3.26 3.29 3.32 3.36 3.40 3.42 3.45 3.47 3.53 3.53
oo 2.77 2.92 3.02 3.09 3.15 3.19 3.23 3.26 3.29 3.34 3.38 3.41 3.44 3.47 3.61 3.67

*Using specin} protection levels based on degrees of freedom.

This table was reprinted from Biometrics, Vol. Il with the permission of the Biometric Society and author D.B. Duncan.
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Percentage Points of the Studentized Range, q=(xp—x,)/sy,

Upper 109, points

n
2 3 4 5 6 7 8 9 10
1 4
1 8-93 13-44 16-36 18-49 20-15 21-61 22-64 23-62 24-48
2 4-13 573 8-77 7-64 814 8:63 9-05 9-41 9-72
3 3-33 4-47 5-20 574 6-16 6-51 6-81 7-06 7-29
4 3-01 3-98 4-59 503 539 5-68 5-93 6-14 6-33
5 2-85 3-72 4-26 4:66 4-98 5-24 5-46 565 5-82
6 275 3-56 4-07 4-44 473 4-97 517 534 5-60
7 2-68 3-45 3-93 4-28 4-55 4-78 4-97 514 5-28
8 2-63 3-37 3-83 4-17 4-43 4-65 4-83 4-99 513
9 2-59 3-32 376 4-08 4-34 4-54 472 4-87 5-01
10 2-56 327 3-70 4-02 4-26 4-47 4-64 478 4-91
11 2-54 3-23 3-66 3-96 4-20 4-40 4-57 4-71 484
12 2-52 3-20 3-62 3-92 4-16 4-35 4-51 4-65 4-78
13 2-50 3-18 3-59 3-88 412 4-30 4-46 4-60 4-7
14 2-49 318 3-56 3:85 4-08 4-27 4-42 4-56 4-68
15 2-48 314 3-54 3-83 4-05 423 4-39 4-52 4-64
16 2-47 312 3-52 3-80 4-03 4-21 4-36 4-49 4-61
17 2-46 311 3-60 3-78 4-00 4-18 4-33 4-46 4-58
18 2:45 310 349 3717 3-98 416 4-31 4-44 4-55
19 2-45 3-09 3-47 375 3-97 414 4-29 442 4-53
20 2-44 3-08 3-48 374 3-95 412 4-27 4-40 4-61
24 242 3-05 3-42 3:-69 3-90 407 4-21 4-34 4-44
30 2:40 3-02 3-39 3-65 3-85 4-02 4-16 4-28 4-38
40 2-38 2-99 3-35 3-60 3-80 3-96 4-10 4-21 4-32
60 2:36 2-96 3-31 3-56 375 391 4-04 416 4-25
120 2:34 2-93 3-28 3-52 371 3-86 3-99 4-10 419
@ 233 2-90 324 3-48 3-66 3-81 3-93 4-04 413
n
11 12 13 14 15 16 17 18 19 20
v
1 25-24 25-92 26-54 27-10 27-62 28-10 28-54 28-96 29-35 29-71
2 10-01 10-26 10-49 10-70 10-89 11-07 11-24 11-39 11-54 11-68
3 7-49 7-67 7-83 7-98 812 8-25 8-3T7 8-48 8:58 8-68
4 6-49 6-65 6-78 6-91 7-02 7-13 7-23 7-33 7-41 7-50
5 5-97 610 6-22 6-34 644 6-54 6-63 6-71 6-79 6-86
6 5-64 576 5-87 5-98 6-07 6-16 6-25 6-32 6-40 6-47
7 541 5-53 5-64 5-74 5-83 5-91 5-99 6-06 6-13 6-19
8 525 5-36 5-46 556 564 5-72 5-80 5-87 5-93 6-00
9 513 523 5-33 542 551 5-58 5:66 572 579 585
10 503 513 5-23 6532 5-40 5-47 5-54 5-61 567 573
11 495 5-05 515 523 5-31 5-38 545 5-51 557 5-63
12 4-89 4-99 5-08 516 5-24 531 537 5-44 5-49 5:55
13 4-83 4-93 5-02 5-10 5-18 525 5-31 5-37 543 548
14 479 4-88 4-97 5-05 512 519 5-26 5-32 5-37 543
15 4-75 4-84 493 5-01 5-08 515 521 5-27 5-32 5-38
16 471 4-81 4-89 4-97 504 511 517 523 5-28 533
17 4-68 477 4-86 4-93 501 5-07 513 5-19 524 530
18 4-65 475 4-83 4-90 4-98 504 510 5-16 5-21 5-26
19 4-63 4-72 4-80 4-88 4-95 501 607 513 518 5-23
20 4-61 470 4-78 4-85 4-92 4-99 5-05 510 5-16 5-20
24 4-5¢4 4-63 471 478 4-85 $-91 4-97 5-02 5-07 512
30 4-47 4-56 4-64 4-71 4-77 4-83 4-89 4-94 4-99 503
40 441 4-49 4-56 4-63 4-69 476 4-81 4-86 4-90 4-95
60 4-34 4-42 4-49 4-56 4-62 4-67 4-73 4-78 4-82 4-86
120 4-28 4-35 4-42 448 4-54 4-60 4-65 4-69 4-74 4-78
© 4-21 4-28 4-35 4-41 4-47 4-52 4-57 4-61 4-65 4-69

n: size of sample from which range obtained.

v: degroes of freedom of independent s,.




Percentage Points of the Studentized Range, q=(xp—X,)/sy. (continued)

Upper 5%, points

n
2 3 4 5 6 7 8 9 10
v
1 17-97 26-98 32-82 37-08 40-41 43-12 45-40 47-36 49-07
2 6-08 8:33 9-80 10-88 11-74 12-44 13-03 13-54 13-99
3 4-50 591 6-82 7-50 8-04 8-48 8-85 9-18 9-46
4 3.93 5-04 576 6-29 671 7-05 7-35 7-60 7-83
5 3-64 4-60 522 587 6-03 6-33 6-58 6-80 6-99
6 346 4-34 4-90 5-30 5-63 5-90 612 6-32 6-49
7 3-34 416 4-68 5-08 5-36 561 5-82 6-00 6-16
8 3-26 4-04 4-53 4-89 517 5-40 5-60 677 5-92
9 3-20 3-95 4-41 476 5-02 524 543 5-59 5-74
10 3-15 3-88 4-33 4-65 4-91 512 5-30 546 5-60
11 311 3-82 4-26 457 4-82 503 520 5-35 5-49
12 3-08 317 4-20 4-51 4-75 4-95 512 527 5-39
13 3-06 373 415 445 4-69 4-88 5:05 519 5-32
14 3-03 370 411 4-41 4-64 4-83 4-99 513 525
15 3-01 3-67 4-08 4-37 4:39 478 4-94 5-08 520
16 3-00 3-65 4-05 4-33 4:56 474 4-90 5-03 515
17 2-98 3-63 4-02 4-30 4-52 470 4-86 4-99 511
18 2-97 3-61 4-00 4-28 4-49 4-67 4-82 4-96 5-07
19 2-96 3-59 3-98 425 4-47 4-65 4-79 4-92 5-04
20 2-95 3-58 3-96 4-23 4-45 4-62 477 4-90 501
24 292 3-53 3-90 417 4-37 4-54 4-68 4-81 4-92
30 2-89 3-49 3-85 4-10 4-30 4-46 4-60 4-72 4-82
40 2-86 344 3-79 4-04 4-23 4-39 4-52 4-63 473
60 2-83 3-40 374 3-98 416 431 4-44 4-55 4-65
120 2-80 3-36 3-68 3-92 4-190 424 4-36 4-47 4-56
© 277 331 3-63 3-86 '4-03 4-17 4-29 4-39 4-47
n
11 12 13 14 15 16 17 18 19 20
v
1 50-59 51-96 53-20 54-33 55-36 56-32 57-22 58-04 5883 59:56
2 14:39 1475 15-08 15-38 15-65 15-91 16-14 16-37 16-57 16-77
3 972 9-95 10-15 10-35 10-52 10-69 10-84 10-98 11-11 11-24
4 8-03 8-21 8-37 8-:52 8-66 879 8-91 9-03 913 9-23
5 717 7-32 7-47 7-60 772 7-83 7-93 8-:03 812 8-21
6 6-65 6-79 6-92 7-03 7-14 7-24 7-34 7-43 7-51 7-59
7 6-30 6-43 6-55 6-66 6-76 6-85 6-94 7-02 710 7-17
8 6-05 6-18 6-29 6-39 6-48 6-57 6-65 6-73 6-80 6-87
9 5-87 5-98 6-09 6-19 6-28 6-36 6-44 6-51 6-58 6-64
10 572 5-83 593 6-03 6-11 619 6-27 6-34 6-40 6-47
11 5-61 571 5-81 5-90 5-98 6-06 613 6-20 6-27 6-33
12 5-51 561 571 5-80 5-88 5-95 6-02 6-09 615 6-21
13 5-43 5-53 563 5-71 5-79 5-86 5-93 5-99 6-05 6-11
14 5-36 5-46 555 564 571 579 5-85 5-91 597 6-03
15 5-31 540 5-49 5:57 565 572 5-78 5:85 5-90 5-96
16 5-26 5-35 5-44 5-52 5-69 5-66 5-73 579 5-84 5-90
17 5-21 531 5-39 547 5-5¢4 5-61 5-67 57 5-79 5-84
18 517 5-27 5-35 543 5-50 5:57 5-63 569 574 579
19 5-14 5-23 53 5-39 5-46 553 5-59 565 570 575
20 5-11 5-20 528 5-36 5-43 549 5-55 5-61 5-66 5-71
24 501 510 518 525 532 5-38 5-44 549 5-55 5-59
30 4-92 5-00 5-08 515 5-21 5-27 5-33 5-38 5-43 5-47
40 4-82 490 4-98 5-04 5-11 5-16 5-22 527 5-31 5-36
60 473 4-81 4-88 4-94 5-00 5-08 511 515 5-20 5-24
120 4-64 471 478 4-84 4-90 4-95 5-00 5-04 5-09 513
© 4-55 4-62 4-68 4-74 4-80 4-86 4-89 4-93 4-97 5-01

n: size of sample from which range obtained.

v: degrees of freedom of independent s,.
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Percentage Points of the Studentized Range, q=(xp—x,)/sv. (continued)

Upper 1%, points

n
2 3 4 5 6 7 8 9 10
14
1 90-03 135-0 164-3 1856 202-2 215-8 227-2 237-0 245-6
2 14-04 19-02 22-29 24:72 26-63 28-20 29-53 30-68 31-69
3 8-26 10-62 12-17 13-33 14-24 15-00 15-64 16-20 16-69
4 651 8-12 9-17 9-96 10-58 11-10 11-55 11-93 12-27
5 5-70 6-98 7-80 8-42 891 9-32 9-67 9-97 10-24
6 524 6-33 7-03 7-56 7-97 8-32 8-61 8:87 9-10
7 495 592 6-54 7-01 7-37 7-68 7-94 8-17 8-37
8 475 5-64 6-20 6-62 6-96 7-24 7-47 7-68 7-86
9 4-60 543 5-96 6-35 6-66 6-91 713 7-33 7-49
10 4-48 527 577 6-14 6-43 6-67 8-87 7-05 7-21
11 4-39 515 5-62 5-97 6-25 6-48 6-67 6-84 6-99
12 432 5:05 550 584 6-10 6-32 6:51 6-67 6-81
13 4-26 4-96 540 573 5-98 6-19 6-37 6-53 6-67
14 421 4-89 5-32 5-63 5-88 6-08 6-26 6-41 6-54
15 4-17 4-84 5-25 556 5-80 599 6-16 6-31 6-44
16 413 4-79 519 5-49 572 592 6-08 6-22 6-35
17 410 4-74 514 5-43 566 585 6-01 6-15 6-27
18 4-07 470 509 5-38 5-60 579 5-94 6-08 6-20
19 4-05 4:67 5-05 533 555 573 5-89 6-02 6-14
20 402 464 502 5-29 6551 5-69 5-84 5-97 6-09
24 3-96 4-55 491 517 5-37 5-54 5-69 5-81 5-92
30 3-89 4-45 4-80 5-05 524 540 5-54 565 576
40 3-82 4-37 4-70 4-93 511 5-26 5-39 5:50 5-60
60 376 4-28 4-59 4-82 4-99 513 525 536 545
120 3-70 4-20 4-50 471 4-87 5-01 512 5-21 5-30
© 3:64 412 4-40 460 4-76 4-88 4-99 5-08 516
n
11 12 13 14 15 16 17 18 19 20
v
1 2532 260-0 266-2 271-8 277-0 281-8 286-3 290-4 294-3 298-0
2 32-59 33-40 3413 34-81 35-43 36-00 36-53 +37-03 37-50 37-95
3 17-13 17-53 17-89 18-22 18:52 18-81 19-07 19-32 19-55 19-77
4 12-57 12-84 13-09 13-32 13-53 13-73 13-91 14-08 14-24 14-40
5 10-48 10-70 10-89 11-08 11-24 11-40 11:55 11-68 11-81 11-93
6 9-30 9-48 9-65 9-81 9-95 10-08 10-21 10-32 10-43 10-54
7 8:55 8-71 8-86 9-00 912 9-24 9-35 9-46 9-55 9-65
8 8-03 8-18 8-31 8-44 8:55 8-66 8-76 8-85 8-94 9-03
9 7-65 7-78 791 8-03 8-13 823 8-33 8-41 8-49 8:57
10 7-36 7-49 7-60 7-71 7-81 791 7-99 8-08 8-15 8-23
11 7-13 7-25 7-36 7-46 7-56 7-65 773 7-81 7-88 7-95
12 6-94 7:06 7-17 7-26 7-36 7-44 7-52 7-59 7-68 7-73
13 6-79 6-90 7-01 7-10 7-19 7-27 7-35 7-42 7-48 7-55
14 6-66 6-77 6-87 6-96 7-05 7-13 7-20 7-27 7-33 7-39
15 6:55 6-66 6-76 6-34 6-93 7-00 7-07 714 7-20 7-26
16 6-46 6-56 6-66 6-74 6-82 6-90 6-97 7-03 7-09 7-15
17 6-38 6-48 6-57 6-66 673 6-81 6-87 6-94 7-00 7-05
18 6-31 641 6-50 6-58 6-65 6-73 6-79 6-85 6-91 6-97
19 6-25 6-34 6-43 6-51 6-58 6-65 6-72 678 6-84 6-89
20 6-19 6-28 6-37 6-45 6-52 6-59 6-65 6-71 6-77 6-82
24 6-02 611 6-19 6-26 6-33 6-39 6-45 8-51 6-56 6-61
30 5-85 5-93 6-01 6-08 614 6-20 6-26 6-31 6-36 6-41
40 5-69 5-76 5-83 590 5-96 6-02 6-07 612 6-16 6-21
60 553 5-60 567 573 578 584 5-89 593 597 6-01
120 5-37 5-44 550 5-36 561 5-66 571 515 579 5-83
@® 523 529 5-35 5-40 5-45 549 5-54 557 561 565

This table was reprinted from

Biometrika Tables for Statisticians, Vol. 1, 3rd Edition, Table 29, with the permission of the Biometrika Trustees.




The Normal Probability Function

The integral P(X) and ordinate Z(X) in terms of the standardized deviate X

‘00
01
02
‘08
04
06

‘06

‘08
09
10

11
12
18
14
16

‘16
17
18
°19
20

21
22

81

s & 3 & s &
P(X) M & Z(X) ¢ e x P(X) + -
45000000 o | 3980423 309 50 | 6914625 176
5030504 | 39804 4 | 3980223 99 a9 51 | eoa07a3 | 33118 | 179
5079783 | 39890 8 | -3988625 298 | 209 52 | -eosaesz | 4330 | 1g
5119665 39870 12 -3987623 1 395 398 58 7019440 34574 184
5159534 | 39870 | 16 | -agsepzz | 1390 | 3o 54 | 1054015 | 34578 | 186
5199388 | 5904 | 20 | -avsaazs | 1193 | 397 65 | 1088403 | 24388 | 1e9
6239222 24 | 3082248 397 56 | 1122603 191
5279032 | 0040 28 | -3979661 gggg 396 57 | 7156612 g;g?g 192
5318814 | 39782 1 39 | agree77 | 2984 | 305 58 | 1190427 | 333151 196
5358564 | 59750 | 36 | -aorazes | 3379 | 304 59 | 7122a0a7 | 33620 | 18
5308278 | 50713 | 40 | -aseoses | 3713 | 393 60 | 7257469 | 3322 1 900
6437953 44 | 3965360 392 61 | 71290601 202
sa77588 | 39631 | 48 | 3960802 4558 | %0 62 | 7323111 | 33030 | 204
so17168 | 30000 | 61 | 30asssa | 4248 | g9 63 | 7306027 | 32818 | g0
5556700 | 59032 | b5 | aososiz | 2337 | 3a7 64 | 7380137 | 32610 | 08
5596177 | Soiib | 89 | aeuaroz | 37TE ) 34 65 | 7ezis3e | 32021 gy
5635595 63 | 3038684 384 66 | 7453731 212
5674919 | 3000 | 67 | aoszie | &3 | 3a 67 | 7aes7in | 3190 | au
s71aza7 | 59033 |71 | ases;is | S875 | 38 68 | 717418 | 3NIST | g1s
5753454 | 39211 1 74 | 3a1soc0 | 25 | 378 69 | 7549029 | 313 |- a1y
5792597 | 300s | 78 | aswoazr | 1933 | 375 70 | 580363 | 3133 | 219
5831662 82 | 3902419 373 a1 | 7611479 220
5870644 ggggg 86 | -3891038 g?g; 371 72 | 7642375 ggg?f 222
5909541 | 39097 | g9 | -asesess | 8702 | 368 78 | 7673049 | 30678 | 923
5948349 | 35003 | 93 | -3v76166 | D120 | 365 74 | Tr03s00 | 30958 | 925
5987063 | Seii> | 97 | -ascocer | 3385 | 362 75 | 1133128 | 59220 | 26
6025681 | . 100 | 3856834 360 26 | 7763727 227
6064199 | 55018 | 104 | 3846627 }gggz 357 a7 | ressor | 30713 | 928
6102612 | 30300 | 107 | 3836063 | 19053 | 354 78 | 7823048 | 2oo48 | 930
6140919 | o005 | 111 | -3s25148 | 1917 | 350 79 | 852361 | 2318 | g3
s1ou1s | So00% | | asisezs | 11268 | 3 80 | 7881446 | soves | 232
6217195 | .- ne | -3802261 344 81 | 7910209 ! 233
6255158 | 37503 | 121 | 3790305 {;ggg 340 82 | 7938019 gggg‘,’ 234
6203000 | 5712 | 125 | -ar7e00r | 12238 | 33 8s | 7967306 | 29337 | o35
6330717 | 37030 | 128 | -37essre | 126830 ) 55 84 | -199sas8 | 200°2 | 935
6368307 | 37200 | 131 | -arona03 | 12908 | 339 85 | 8023375 | 21917 | 936
8405764 135 | -3739108 . 325 86 | 8051055 237
6443088 g;i’gg 138 | 3725483 | 15023 | 329 g7 | -go7sa98 | 27943 | 938
6a80273 | 080 | 141 | arniszs | 13944 | 31 88 | 8105708 | 27305 | 938
6517317 | 3TH8 | 144 | geerery | 14262 1 31 89 | ®132671 | 29967 | g39
6554217 | 30000 | 147 | -3eszror | 14575 | 309 90 | 8159399 | 0.2 | 239
6590970 150 | 3667817 305 91 | 8185887 : 240
6627573 | 30603 | 163 | 3652627 190 | 301 92 | -s210138 | 29209 | 240
e664022 | 30343 | 156 | -3e37iae | 1oiol | 296 93 | es3sres | 20008 | 941
6700314 | 3003 | 159 | -3e213e9 | 13787 | 992 94 | sseamz | 2788 | 9
730448 | 3005° | 162 | ‘305270 | 15079 | 288 95 | 8289439 | goott | 941
6772419 165 | 3588903 283 96 | 8314724 248
6808225 | socoe | 168 | -3s72253 {gggg 278 97 | 8339768 | 25000 | 248
6843863 | 32000 | 171 | -3sesses | 19928 | a7 98 | 8364569 | 24502 | 99
6879331 | 3297 | 173 | 3s3s124 | 17202 | 969 99 | saeorzg | 24560 | 949
6914625 176 | 3520653 264 0 | 8413447 242

X
Z(X)=e VT 2m), P(X)=1-QX)= [ ~_Zwdu,
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The Normal Probability Function (continued)

o 3 & é o
Z(X) 4 s x| px 4 > Z(X) e 4
3520653 264 100 | 8413447 242 | 2419707 0
3502019 | 17734 | 959 ror | -8aszosd | 25076 | g4z | 239511 | 24196 5
3484925 | 17994 | 954 102 | 8481358 | 2ocot | 94z | 2371320 | 24151 | 10
3466677 | 15200 | 249 10s | 8a8a950 | 2392 | 9ag | e3amizs | IS 4
-3448180 18741 244 104 8508300 23109 242 *2322970 24149 19
3429439 | 15781 | 239 105 | 8531409 | 3109 | sa1 | -g20e;n | 34143 | g4
3410458 234 106 | 8384277 o | 241 | 2274696 28
3301243 | 19218 | g9 107 | 8576903 | 3oo20 | 2a1 | 2250599 | 2007 | 33
3371799 | 19444 | 994 108 | 8599289 | 32050 | 240 | -oees35 | 24060 | a7
33se132 | 19667 ) g9 ro9 | -sesraae | 248 | 940 | 2203508 | MO | g
3332246 | 39000 | 913 110 | 83330 | 21903 | 260 | -2r7esee | 23090 | 4e
3312147 208 111 | 8685005 239 | 2154582 80
3901840 | 29307 | 903 r1e | sesess1 | 21428 | 939 | 2130601 | To000 | b4
3271330 | 29010 | 197 113 | srore1s | 2188 | 938 | 2108856 | 23036 | s
3250623 | 20707 | 193 114 | sresses | 20959 | 937 | -e0s3078 | 2778 | 62
3220724 | o000 | 187 115 | 849281 | 20012 | 237 | -e0s9363 | 3.0 | 66
3208638 181 116 | 8769756 236 | -2035714 70
187371 | 31267 | qg 117 | 8789995 | 20939 | o35 | go12135 | 23078 | 74
3165929 | 1442 | 490 118 | 809999 | 39008 | 935 | -198s631 | 2598 | 78
3144317 | 21813 | 165 119 | -8s2o7es | 15783 | 934 | 1965205 | 2338 | g2
3122539 | 2071 | 159 120 | 8849303 | 13535 | 933 | 1941861 | Tooss | 8
3100603 154 121 | 8868606 | onn | 232 | ‘1918602 89
3078513 | 32090 | 148 122 | sssrere | 13070 | gz | -1sesazz | JouT0 | 93
3056274 | 22239 ) 143 123 | sooesia | 15559 | 930 | -1s7e3sa | 23077 | 96
3033803 | 22581 | 137 125 | -sozsizs | 18809 | 909 | 1810373 | 381 | 99
3011374 | 22019 | 39 125 | -soassoz | 1%%TY | ess | 1826491 | o208 | 103
2988724 126 126 | 8961653 227 | 1803712 106
2965918 | 22177 | 19 127 | gorosrr | 11930 | 996 | a7snoss | 2673 | 109
2943050 | 22897 1 qp5 128 | -sogrera | 17697 | ez | -1rseara | 2000 | 112
2920038 | 23013 | 110 129 | sorara7 | 17472 | 994 | 736022 | 22322 | n1s
2606916 | 20122 | 104 180 | -somses | 17248 | 993 | -amazess | Sooua | 118
2873689 99 181 | 90400201 223 | ‘1691468 12]
2850364 | 2332 | g sz | goesses | 18308 | 990 | 1669370 | 22957 | 124
2826045 | B9 | gg 133 | -osea09 | 18584 | 919 | ge7307 | 21973 | o9
2803438 | 23207 | g3 185 | -oooa773 | 18393 | 918 | -aeesss1 | 2N | 129
2779849 | occd | 77 rss | onaez0 | 19T | e17 | 603833 | I 7T | 132
2756182 72 136 | 9130850 215 | 1582248 134
2732444 | 23738 | g rs7 | oueses | 12708 | ens | aseorer | 213% | 137
2708640 | 23503 | g 138 | 962067 | 15501 | e12 | 1530483 | 21318 | 139
2684774 | oo D) 56 139 | 9177356 | j.o0q | 211 | 1518308 | o na4 | 142
g660852 | 23922 1 5 rjo | ows2a33 | 15078 [ @10 | -ae7275 | Jga0 | 144
2636880 45 141 | 9207302 208 | 1476385 . 146
2612863 | 2017 | 4o 12 | gezeez | 14860 1 oo7 | iassear | 2014 | 148
‘2588805 24003 35 143 ‘0236415 14248 205 *1435046 20446 150
2564713 | 24093 | 35 144 | 9250863 | 148 | 904 | araso0 | 2039 | 152
2540591 24147 25 145 9264707 13842 202 1394306 20140 164
2516443 20 146 | 9278550 201 | ‘1374165 155
2102277 | 24167 | 35 147 | ovemrer | 134T jog | azsaiel | 19990 1 157
2468095 | 24182 | o 148 | 9305634 | 13443 | 197 | 33a3s3 | 19828 | 159
2443001 | 24191 5 149 | omsere | 13245 | 106 | -131468s | 19509 | 160
2419707 0 150 9331928 194 1295176 162

Note sign of second difference, 4,




The Normal Probability Function (continued)

3 o é 3

X P(X) S o Z(X) s :

150 | 9331928 194 | ‘1205176 162
rs1 | 9344783 | 12358 | 193 | 1275830 | 1338 | 163
ree | sasiaes | 13983 | qo1 | aoseess | 13183 | 15
rss | gsome | 12471 | 1o | 237638 | 13018 | 16
rs; | ossmos | 12083 | 188 | amierrs | 19893 | e
165 | g3sa202 | 13098 | 188 | 1200000 | 18885 g
156 | 9406201 184 | ‘1181573 169
re7 | -oarzoes | 11728 | 1e3 | 1163925 }gi’;‘; 170
rss | sazeses | 1M1 1 s | mases | 13077 | am
159 | 940826 | 11380 | 179 | n1270s2 | 13902 | 170
160 | -94s2007 | 151 | 177 | -mosges | (TR | 173
161 | ‘9463011 176 | ‘1091548 174
ree | 97330 | 10838 | 174 | 1070081 | 17987 | 174
1es | oeugz | 10804 | 475 | poseras | 17312 | s
164 | evsora | 10883 1 170 | -03eerr | 1787 1 176
res | 9o0s2ss | 1031 | 169 | -lozesas | 32 | 176
166 | 9515428 167 | 1005864 177
167 | 9525403 gg'l’g 165 | 0989255 {64“0392 177
16 | 9533 | 3810 | 163 | coreses | 18233 | 17
169 | 954860 | 2647 1 163 | 0068 | JS> | 178
170 | ossanas | 88 | 160 | osa0amm | (3077 | 178
171 | 9563671 158 | 0924591 178
172 | 9572838 g(‘)‘l’z 156 | <ososezo | 15722 | 178
173 | ess1sag | S0l | 155 | osozseg | 1944 | 1z
174 | 9so70s | 8838 | 153 | oerromt | 13366 | y7e
176 | 9599408 | S10% | 151 | oseerys | 1298 | 178
176 | 9607961 149 | 0847764 . 178
177 | 9616364 | 5908 | 147 | os3ze3s | 14%%2 | 178
178 | seas20 | 58 | 146 | osisers | 14504 | 177
179 | seazrao | BIMO | 14a | osozsor | 14377 | 177
180 | ves0697 | T8 | 143 | oreesoz | 14300 | 177
181 | 9848521 140 | o775379 176
182 | 9656205 ;gﬁg 139 | o6uaaz | 348 1 176
183 | 9eeare0 | 1545 | 137 | o7arecs | 13770 | 176
18y | seiise | T498 [ 135 | oras0es | 13598 | 475
res | 968z [ 1373 | 133 | oroocie | 13419 | 1z
18 | 9685572 132 | 0707104 174
re7 | oeoeser | 7009 | 130 | oesasss | 13071 | 173
188 | 9099160 | 9 | 198 | -oesraze | 12397 | 173
189 | 106210 | 8751 | 198 | ceseril | 1272 | yqp
190 | onizsas | 8 | 195 | oeserss | 1203 |
191 | 979334 123 | 0643777 170
1oz | corasri | 87T | 191 | oe3ises | 12211 | 170
ros | 131968 | S0 | 190 | os1gses | 13041 | 169
1oy | 9738102 [ 8136 | 118 | oeorese | 11573 | 18
195 | oraat1s | SO08 | me | osesear | 11708 | 167
196 | 9750021 15 | 0584409 168
197 | 9755808 o | 13 | 073038 {}ggg 165
198 | gverasa | B8T4 [ 11y | osersm | 11206 | ge4
199 | 9767015 | 5263 | 110 | osoorse | 1042 | g3
200 | 9772499 108 | 0539910 162

x pxy | 2102
200 | 9772499 108
201 | 9777844 gggg 108
2oz | -o7ssoss | 3239 | 105
2os | orssanr | S | 103
2oj | 9793248 | 5031 | 102
205 | w708178 | foog | 100
206 | 9803007 | .0 | 08
207 | -esor7as | (01 | o7
208 | 9sieare | 43¢ | o5
209 | 916011 | 4339 | g4
210 | 9821356 | §3%5 | o2
211 | -9825708 91
212 | 9829970 :f‘;g 89
213 | 9ssanaz | S172 1 4
21, | o83 | 5094 | s
215 | osazzae | 398 | 65
216 | 9846137 84
217 | 9849966 g?,?g 82
215 | sesaniz | 34T 1 a1
219 | 9857319 | 358 | 79
220 | 9se0%68 | Soor | 78
221 | 9884474 ™
222 | 9867908 ggg? 75
223 | 9smze3 | 337 | 74
225 | -osrasas | 333 | g3
2e5 | ss7r7ss | 30 | T
226 | 9380894 70
227 | 9883962 gggg 69
228 | 9686962 | 2o | 68
229 | 9889893 | ooz | 68
230 | 9892159 | ooo0 | s
231 | 9895559 64
23z | esoszse | 2138 | 6
233 | 9900069 | 2o74 | 62
235 | oso3ser | 2512 | 60
235 | 9%0m133 | 2332 | 59
236 | 9908625 58
237 | 9911060 g?’;’; 87
238 | 9913437 | 277 | 58
239 | oowsrss | 22 | 5
240 | oous025 | 2257 | g4
241 | 9920237 53
242 | -oose307 | 2180 | 52
24s | 992as06 | 298 | 51
244 | oozeses | 298 | 50
245 | 992872 | 3008 | 4o
246 | 930531 | oo | 48
247 | 9932443 | 1912 | 4
248 | 9034300 | 158% | 48
249 | 9o3e198 | 1320 | 45
250 | 9937903 44

Z(X)=e" 48/ /(2m),

X
P(X):l—Q(X):[_QZ(u) du.
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The Normal Probability Function (continued)

& 3 2
zx | &% x| po | 2|8 20 | 2|2
0539910 162 250 | 9937003 4 | 0175283 92
osgetoe | 1717 4 251 | oo30634 | 1131 | 43 | oliows7 et ]
0518636 | 19557 | 160 252 | ooazzs | 1988 | s | oleer01 | (T | e
0508239 | 19397 1 159 53 | o169 | 1898 | 41 | oreesas | $CD | s
0498001 | 10238 | 187 254 | oosasre | 190 | 40 | 158478 | 2033 | e
0487920 | 9001 | 186 255 | 9916130 | 1263 | 30 | o1ses03 | 357 | &
0477996 155 256 | 0947664 39 | 0150598 84
0468226 g;?g 154 257 | seams1 | 1497 1 38 | ol46788 ] e
0458611 9163 153 258 9950600 1412 37 0143051 :,“‘550 81
oso148 | €2 | 151 £59 | oossons | 1412 | 36 | o130 | 3500 | a0
0430836 | 32 | 1s0 260 | oesazss | 1378 | 35 | owasen0 | 303 | 78
0430674 149 e61 | 9954720 35 | 0132337 ]
0421661 | Boi3 | 147 262 | 9956035 }ggg 34 | orzaom | 18| 5
0412795 | 5888 | 14 g63 | oos7sos | 1218 | 33 | owasesl | 3508 | 4
0404076 8;, 75 | 14 264 1 9958547 1207 | 32 0122315 | rga [ 73
o, e
0395500 | gors | 143 265 | eovorsa | 1307 | 3z | onoize | J1F | 72
0387069 142 266 | 9960030 a1 | 0116001 7
0378779 gﬁg 140 267 | 9962074 }}fg 30 | 0112951 xi 69
0370629 | 49 1 139 268 | ooe3ise | 1115 | 29 | 0109960 | J003 | s
0362619 | S010 | 138 o9 | o96e2ra | 1985 | 29 | or07036 | 013 | 67
03s¢7a6 | 1373 | 13 g70 | 9eesazo | 195 | 95 | -or04200 | JT | 66
0347009 135 271 | 9966358 27 | 0101428 64
0339408 ;fgg 133 272 | 9967359 13‘7’1 97 | oo9s7I2 :&Z 3
0331030 | 1388 | 132 273 | ooesazs | 374 [ 26 | ooososs | 284 | es
0324603 | 1357 | 130 274 | oooozso | 948 | 96 | cosduas | ZpY | el
0317397 | 7298 | 199 275 | 997002 | 923 | 95 | cosoess | SaN | 60
0310319 127 276 | 9971099 24 | -00ssaes 89
0303370 ggg“’ 126 e | 99m972 gzg 24 | oomeoss | 13 | a7
0206546 | B34 1 195 278 | ooresm | 349 | 93 | oosacor | 508 | 80
0230847 | 9899 | 193 279 | oor3sie | 528 | 93 | oostzes | U9 | s
0283270 | S978 | 199 #30 | worasas | 503 | e | oomoiss | MO | 64
0276818 120 e81 | 0975220 23 | 0076963 53
0270481 gase | no 282 | 9975088 ?,gg 21 | 0074829 g(')gg 52
oz6az65 [ 8218 | 117 285 | oote726 | 138 | a1 | oorevar | 3031 | 8l
028166 | S99 | 116 284 | ooi7as3 | 17 | e0 | oozorni | 1033 | 80
ozaisz [ 594 | 114 285 | oorsra0 | $97 | g0 | oocs7es | 1002 | 49
0246313 113 236 | 0978818 19 | -0o0s8793 48
0240556 g;g; 11 287 | 9979478 gjg 19 | 0084907 }ggg 47
oz3i010 | 2638 | 10 238 | ooso1ie | &40 | 18 | oows0e7 | 1200 | 46
0220374 | 5838 1 108 239 | o078 | 822 | 18 | wcosizia | 1783 | 45
o234 | 2328 | o7 290 | wemiziz | S04 1 17 | oosesas | (IO | as
0218624 108 291 | 9981020 17 | 087821 3
0213407 :ﬂ; 104 292 | 9982498 ggg 18 | 0056160 }g?; 42
os204 | D13 | 102 293 | oosaosz | 353 | 16 | oosusal | (B0 | 41
w034 | SOl f 01 295 | oosasse | 837 | 16 | ooszoca [ 1373 | 40
oi9837¢ | 4310 | ‘g 295 | sosan | 322 | 15 | oosise | 137 | 40
0193563 98 296 | 9084618 15 | 0049920 3
0188850 :Z,}; 98 297 | oossno | 433 | 14 | ooass0 }:g*l’ 38
oimagas | 4617 | g 298 | oomsses | 478 | 14 | wooarono | 1320 | a7
oizoril | 42| g3 299 | ooscost | 453 | 14 | oosscee | 1397 | a6
0175283 2 98 200 | 9986501 13 | 0041318 35

Note sign of second difference, 4%,




The Normal Probability Function (continued)

) Py ) s i
x| e | 3|2 2 S x | pv |22
g0 | 99sesor | oo [ 13 | oossms | o[ 35 s50 | ooor614 | o | 3
so1 | ooseo3s | % | 13 | -ooasoor | 1312 | i ss1 | ss9rrse | 88 | 3
goz | vevraet | 43 | 13 | ooarzee | 1277 | 3 ss2 | 900r8a2 | 83 | 3
sos | 9987772 | 400 | 12 | oos0ase | 1283 | 3 g5s | 9907002 | 80 | 3
oy | sesmmn | 339 | 12 | oosoere | 1210 | 33 55 | 990709e | 77 | 3
205 | 9988558 12 | 0038098 32 355 | 9998074 3

375 1146 72
so6 | 9988033 | o0 | 1| ooseom [ | & ss6 | 9908148 | oo | 3
gor | osozer | 3021 11 | oososzs | 1118 | 3 57 | 99815 | 8 |
308 | 9osoes0 | 35 | 11 | oosarsr | 1988 | o s58 | ooos2s2 | &7 | o
3090 | 9osoge2 | 332 | 10 | -ossces | 1936 | g 359 | -soosaer | 85 | o
310 | 9990324 10 | 0032668 28 360 | oovsi09 | € | 2

322 999 60
s11 | 9900846 | g0 | 10 | oomees | . | o se1 | oossaes | o | 2
s12 | 9900957 | 32 | 10 | oosoess | 7l | o 62 | ooosser | 58 | o
13 | o260 [ 0% | o | osorsa [ 944 ) g4 ses | o99mse3 [ 36 | o
sy | owess | 2% | 9 | cozsess [ 918 | o 6y | ooosear | B4 | 3
315 | 9991836 9 | 0027943 25 365 | 9998689 2

276 868 50
s16 | ooo2mie | oo | 9 | omors [ oo | 2 ses | 9ooemao | o | ¢
s17 | oes2ais | 257 | 8 | oozess | 843 | g se7 | ooomrey | 45 | s
s18 | 9992636 | 550 | 8 | ooesaiz [ 52| g3 368 | govssas | 47 | 2
319 | ooozses | 220 | 8 | ooeseis | 97 | o3 369 | vossmio | 4| ¢
s20 | 993129 | 23 | 8 | oozssar | T74 | es 370 | voosozz | &3 | 9
s21 | 9993363 7 | 0023089 21 271 | 9998964 2
322 | 9993500 | 207 [ 7 | -0022358 .7,‘1’(1, 21 372 | 9999004 | 30 | 1
ses | ossasio | 29 | 7 | ooziess | 710 | 90 373 | oompoas | 20| 4
325 | oo0s02a [ 28 1 7 | co209c0 [ €89 | 5o 375 | oom0s0 | 37 | 1
s25 | 9994230 | 395 | 7 | oosoz0 [ E9 | 19 875 | sevor18 | 35 | 1
226 | 9994429 6 | 0019801 19 276 | 9999150 1
327 | 9991623 | 193 | ¢ | o010 &l ] s 377 | soomae | B |
ses | 909810 [ 157 | ¢ | ooisser | 612 | 18 378 | oo99218 | 32 | 1
329 | 9ooa001 [ 170 | 6 | oouzsos [ 3% | 17 379 | owmonar | 35 | 1
330 | 9995166 6 | 0017220 17 380 | 9999277

169 560 29
s31 | ooosa3s | o | 6 | ooeses [ .| 17 se1 | 9oees08 | oo | 1
g3z | oovsane | 1% | 5 | ooerez [ 543 | 1 sa2 | 9ovosz3 | 2| 1
sas | -oovsess | 139 | 6 | oowsses | 337 | 16 s8s | wosoze | T | 1
s WD B | W E| | EESr

143 481 24
s36 | 9996103 s | oo1d106 15 286 | 9999433 1
37 | 006242 | 139 | 5 | oo1z630 | 467 | 14 387 | 9009458 | B | 1
338 | o966 | 130 | 4 | co13187 23] 1 388 | 900948 | 2 |
339 | oo0es0s | 130 | 4 | ooizias | 430 | 13 389 | avovese | 3 |,
sio | ooseear | 120 | 4 | ooneaz | 428 | 13 390 | seses1s | 30 | 1
s41 | oooemse | j0 | 4 | oomso | 0| 13 so1 | 9999539 | ;o | 1
342 | soveses | 1T 1 4 | oonsro | 40| s s9e | 0999557 | 19 | 1
s43 | ooscosz | 103 1 4 | oomsr | 3881 e s9s | o575 | 18 | 1
345 | oovroor | 1% | 4 | oolorer | 3 [ 39 395 | w93 | 17 1 1
¥ o 4
s45 | soomior | 105 | 4| ooz | 3 | n $95 | 99ms60s | 11 | 1
246 | 9997299 3 | 0010030 n 296 | 0999625 1
.sﬁ ooo7308 | o0 | 3 | ooossss | 32} 4 397 | 9999641 | 15| )
Ak IHHE IR 1
350 | 9997674 3 | 0008727 10 300 | e9v9esa 1

X
Z(X)=e X' /27), P(X)=1-Q(X)= / ~_ Z(w) du.
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The Normal Probability Function (continued)

s | & 3 | & s | &
Z(X) - |+ X P(X) + | = Z(X) - |+
0008727 | .o |10 400 | 9999683 | 4 1 0001328 | (0 | 2
0008426 | oo. |10 401 | 9990608 | 13 1 0001286 | L | 2
0008135 | oo0 | 9 402 | 9099709 | 1O 0 0001235 | o | 2
0007853 | onn | 9 40s | 9909721 | o 0001186 | oo | 2
0007581 | oot | 9 404 | 9999733 | 0001140 | Lo | 2
0007317 | opa | 8 406 | 9999744 | ) 0001094 | o | 2
0007081 | o | 8 406 | 9999755 | 0001051 | o | 8
0006814 | oo0 | 8 407 | 9009765 | o 0001009 | o | 8
0008575 | S0 | 8 408 | 9999775 0 0000969 | a0 | 2
0006343 | coF | 8 409 | 0999784 ° 0000930 | 3. | 1
0006119 | o5 | 7 410 | 9999793 0 0000893 | 35 | 1
0005908 | o0 | 7 411 | 09099803 8 0000857 | o0 | 1
0000693 | oo | 7 412 | 9999811 8 0000822 | 35 | 1
0005490 | Tob | 7 418 | 9999819 8 0000789 | 2o | 1
0005294 | (o0 | 8 414 | 9099826 7 0000757 | 37 | 1
0005105 | oo | 6 415 | 9990834 7 0000726 | 5 | 1
0004921 | .. | 8 §16 | 9099841 7 0000697 | oo | 1
0004744 | 20 | 6 417 | 9999818 7 0000668 | o | 1
0004873 | o0 | 8 418 | 9999854 é 0000641 | oo | 1
0004408 | (o0 | 8 419 | 9999861 é 0000615 | oo | 1
0004248 | o0 | B 420 | 999987 s 0000589 | g, | 1
0004093 | .o | 6 421 | 9999872 6 0000565 | o0 | 1
0003044 | |5 2 9999378 5 0000542 | go | 1
0003600 | 190 | 5 423 | 9999883 s 0000519 | 25 | 1
0003681 | 35 | B 425 | 9999388 4 0000408 | o7 | 1
0003526 | o0 | 8 425 | -99u9893 5 0000477 | g5 | 1
0003396 | o | 4 426 | 9999898 4 0000467 | o0 | 1
0003271 | (o7 | 4 427 | 9999902 A 0000438 | o | 1
0003149 | % [ 4 428 | 9999907 * 0000420 | o | 1
0003032 | 114 | 4 429 | 9999911 7 0000408 | o | 1
0002919 | o0 | 4 430 | 9999915 4 0000383 | 1o | 1
0002810 | o | 4 431 | 9999918 . 0000360 | .0 | 1
0002708 | 100 | 4 432 | 9999922 3 0000354 | o | 1
0002604 o8 | ¢ 433 | 9999925 3 0000339 | 1o | 1
0002506 o5 | 3 35 | 9999929 3 0000324 | 14 | 1
0002411 3 435 9999932 0000310 1
) 3 13
0002320 ea | 3 436 | 9999935 3 0000297 | 14 | 1
0002232 e | 3 427 | 9999938 3 0000284 | 15 | 1
0002147 s | 3 438 | 9999941 3 0000272 | 15 | O
0002065 o | 3 4389 | 9999943 3 0000261 T
0001987 e | 3 440 | 9999948 H 0000249 | 14
0001910 73 | 3 441 | 9999948 9 0000239 | 4
0001837 7|3 442 | 9999051 T 0000228 | 1o
001766 es | 3 £43 | 9999953 H 0000218 9
0001698 e | 2 444 | 9999958 3 0000209 9
0001633 63 | 2 445 | 9999957 p 0000200 9
0001569 a1 | ® 446 | 9999959 . 0000191 8
0001508 59 2 547 9999961 ? 0000183 8
0001449 57 | 2 448 | 9999963 H 0000175 8
0001393 5 | 2 449 | 9999964 9 0000167 7
0001338 3 450 | 9999966 0000160

Note sign of second difference, &




The Normal Probability Function (continued)

x | px)»* | zix)*
450 | 66023 | 159837
451 | e1s88 | 152797
452 | 69080 | 146051
458 | 70508 | 139590
454 | me3 | 133401
¥65 | 13177 | 121473
466 | 74423 | 121797
457 | 15614 | 116362
458 | 76751 | 111159
459 | 77838 | 106177
460 | 78875 | 101409
461 | 79867 96845
462 | 80813 92477
463 | sim7 88297
464 | 82380 84298
465 | 83403 80478
466 | 84190 76813
467 | 84940 73311
468 | 85658 69962
469 | 86340 66760
470 | 86992 63698
71 7614 60771
472 | es208 57972
478 | 88774 55296
474 | 89314 62739
475 | 89829 50295
476 | 90320 47960
#77 | 90789 45728
478 | 91235 43506
479 | 91661 41559
480 | 92087 39613
481 | 92453 37755
48¢ | 92822 35980
488 | 3173 34285
485 | 93508 32667
485 | 93827 e
486 | s 29647
487 | 94420 28239
488 | 94696 26895
489 | 94958 25613
490 | 95208 24390
491 | 95448 23292
492 | 9673 22108
493 | 95889 21046
495 | 96094 20033
495 | 96289 19068
496 | 98475 18144
497 | 9eese 17265
498 | 98821 16428
499 | 90981 15629

X P(X)* Z(X)* X PX)* {Z(X)*
500 97133 14867 550 99810 | 1077
501 97278 14141 661 99821 | 1019
502 97416 13450 552 99831 965
508 97548 12791 568 99840 913
504 97673 12162 554 99549 864
505 97791 11564 555 99857 817
506 97904 10994 566 99865 773
507 98011 10451 567 99873 731
508 98113 9934 558 99880 691
509 98210 9441 559 99856 654
510 98303 8972 560 99893 618
511 98389 8526 561 99899 588
512 98472 8101 562 99905 553
518 98551 7696 563 99910 522
514 968626 7311 564 99915 194
515 96698 6944 565 99920 467
516 98765 6595 566 99924 441
617 98830 6263 567 99929 417
518 98891 6947 568 99933 394
519 98949 06647 569 99936 372
520 99004 5361 570 99940 351
521 99056 5089 571 99944 332
522 99105 4831 572 99947 313
528 99152 4585 578 99950 296
524 | 99197 4351 574 | 99953 | 230
525 99240 4128 575 99955 26
526 99280 3917 576 99958 249
527 99318 3716 577 99960 233
528 99354 3525 578 99963 292
6529 99388 3344 579 99965 210
530 99421 3171 580 99967 198
531 99452 3007 581 99969 187
532 99481 2852 582 99971 176
533 99509 2704 583 99972 166
534 99535 2563 584 99974 167
535 99560 2430 585 99975 148
536 99584 2303 586 99977 139
637 99608 2183 587 99978 131
538 99628 2069 588 99979 124
539 99648 1960 589 99981 117
6540 99687 1857 590 99982 110
541 99GR5 1760 591 99913 104
542 99702 1667 592 99934 98
6543 99718 *579 593 99985 92
544 99734 1495 594 99986 7
545 99748 1416 595 99987 82
646 99762 1341 596 99987 77
547 99775 1270 597 99938 73
548 | 99787 1202 598 99989 68
549 99799 1138 699 99990 65

600 99990 61

*® The entries for P(X) and Z(X) on this page are given to 10 decimal places; thus 0-99999 should be prefixed

Z(X)=e42 (2n), P(X)= l—Q(X):f:o Z(u) du.

to each entry for P(X) ond a decimal point, followed by four, five, ..., eight zeros, as appropriate, to Z(X).

This table was reprinted from Biometrika Tables for Statisticians, Vol. 1, 3rd Edition, Table 1, with the permission of the Biometrika Trustees.
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Percentage Points of the F-distribution (Variance Ratio)

Upper 25%, points

v " 1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ©
]
1 583 | 750 | 820 | 858 | 882 | 898 ( 810 | 919 | 926 | 932 | 941 | 949 | 9-58 | 963 | 967 | 971 | 976 | 9-80 | 9-85
2 2-57 | 300 | 315 | 323 | 328 | 331 | 334 | 335 | 337 | 338 | 3-30 | 341 | 343 | 343 | 344 | 345 | 346 | 347 | 348
3 2:02 | 228 | 236 | 239 | 241 | 242 | 243 | 244 | 244 | 244 | 245 | 246 | 2:46 | 246 | 247 | 247 | 247 | 2-47 | 247
4 181 | 2:00 | 205 | 2:06 | 207 | 208 | 2:08 | 208 | 2:08 | 2:08 | 208 | 2:08 | 208 | 2:08 | 208 | 208 | 2:08 | 2:08 | 208
5 169 | 185 | 1.88 | 1-.89 | 189 | 1-89 | 1-:89 | 1.89 | 1-89 | 1.89 [ 1-89 | 1-89 | 1-88 | 1-88 | 1.88 | 1-88 | 1.87 | 1-87 | 1.87
6 162 | 176 | 178 | 179 [ 179 | 178 | 1-78 | 178 | 1-77 | 177 | 177 | 176 | 176 | 1756 | 1176 | 176 | 174 [ 1-74 | 1-74
7 1-67 1-70 1-72 1-72 1-71 1-71 1-70 1-70 1-69 1-69 1-68 1-68 1-67 1-67 1-66 1-66 1-85 1-65 1-85
8 1-64 | 166 | 167 | 166 | 166 | 165 | 164 | 1-64 | 163 | 1-63 | 1-62 | 1:62 | 1-61 | 1.60 | 1-60 | 1-69 | 169 | 1-58 | 1-58
9 1-61 | 162 | 1.63 | 163 | 1-62 | 161 | 1-60 [ 1-60 | 1-569 | 1-59 | 1568 | 1-57 | 156 | 166 | 1-55 | 1-64 | 1-54 | 1-63 | 1-63
10 149 | 160 | 160 | 1-59 | 169 | 1-68 | 1-67 | 1-56 | 1-56 | 1-55 | 164 | 153 | 1-52 | 1-52 | 1-51 151 | 1:560 | 1-49 | 148
11 1447 | 168 | 1-68 | 1-:57 | 156 [ 1-55 | 154 | 1-63 | 1-53 | 152 | 1-51 150 | 1449 | 149 | 148 | 1-47 | 147 | 146 | 145
12 1146 | 156 | 1:56 | 155 | 1-54 [ 1-63 | 1-52 | 151 1-51 150 | 1449 | 148 | 147 | 146 | 145 | 145 | 144 | 143 | 142
13 1-45 1:55 1-55 1-53 1-562 1-51 1-50 1-49 1-49 1-48 1-47 1-46 1-45 1-44 1-43 1-42 1-42 141 1-40
14 144 | 1-53 | 163 | 162 | 1-51 1-50 | 149 | 148 | 147 | 148 | 145 | 144 | 143 | 142 | 141 | 141 | 140 | 1:39 | 1-38
15 143 | 162 | 162 | 1:61 | 149 | 148 | 147 | 1446 | 146 | 145 | 144 | 143 | 141 1-41 140 | 1-39 | 1-38 | 1-37 | 1-36
16 142 | 1-51 1-51 1-:50 | 148 | 147 | 146 | 145 | 144 | 144 | 143 1-41 1440 | 1-39 | 1-38 | 137 | 136 | 1-35 | 1-34
17 1-42 1-51 1-50 1-49 1-47 1-46 145 1-44 143 1-43 1-41 1-40 1-39 1-38 1-37 1-36 1-35 1-34 1-33
18 1-41 1-:50 | 149 | 148 | 146 | 145 | 144 | 143 | 142 | 1.42 | 1-.40 | 1-39 | 138 | 1-37 | 1-36 | 135 | 1-3¢4 | 133 { 1:32
19 141 149 | 149 | 1-47 146 | 144 | 1-43 | 142 | 141 1-41 1140 | 138 | 137 | 1-36 | 135 | 1-:3¢ | 133 | 132 [ 130
20 140 | 1-40 | 148 } 147 | 145 | 144 | 143 | 142 | 141 140+ 139 | 137 | 1-36 { 1-35 | 1-3¢ | 133 | 1-32 | 1:31 1-29
21 140 | 148 § 148 | 146 | 144 | 143 | 142 | 141 | 140 | 139 | 138 | 1-37 | 135 | 1-3¢ | 133 | 1-32 | 131 1-:30 | 1-28
22 140 | 148 | 147 145 | 144 | 142 | 141 | 1140 | 139 | 139 | 1837 | 136 | 13+ [ 133 ! 1-32 | 131 | 1-:30 | 129 | 1-28
23 139 | 147 | 147 145 | 143 | 142 | 1-41 1440 | 139 | 1-38 | 1:37 135 | 1-3¢ | 1-33 | 132 | 131 1-30 | 1-28 | 1-27
24 139 | 147 | 146 | 144 | 143 | 141 | 1440 | 139 | 138 | 1-38 | 136 | 1-35 | 133 | 132 | 131 1-30 | 1-29 | 1-28 | 1-26
25 1-39 | 147 | 146 | 144 | 142 | 141 1440 | 139 | 138 | 137 | 136 | 1-34 | 133 | 132 | 1-31 1129 | 1-28 | 1-27 | 125
26 1138 | 146 | 145 | 144 | 142 | 141 139 | 138 | 137 | 1-37 | 135 | 1-34 | 132 { 131 1-30 | 1-:29 | 1-28 | 1-28 [ 125
27 1-38 | 146 ( 1445 | 143 | 142 | 140 | 1-39 | 138 | 137 | 1-:36 | 1-35 | 1:33 | 1-32 | 131 1-30 | 1-28 | 127 | 126 | 1-24
28 138 | 146 | 145 | 143 | 141 140 | 1-39 | 1-38 | 187 | 136 | 1-34 | 133 | 131 1130 | 1-29 | 1-28 | 127 | 1-25 | 1-24
29 138 | 145 | 145 | 143 | 1-41 140 | 1-38 { 137 | 136 | 135 | 134 | 1-32 | 131 1-30 | 1-29 | 1-27 | 1-26 | 1-25 | 1-23
30 138 | 145 | 144 [ 142 | 141 139 | 1-38 | 1-37 | 136 | 1-35 | 1-34 | 1-32 | 130 | 129 | 1-28 | 1-27 | 126 | 1-24 | 1-23
40 1-36 1-44 1-42 1-40 1-39 1:37 1-36 1-35 1-34 1-33 1-31 1-30 1-28 1-26 1-25 1-24 1-22 1-21 1-19
60 1-35 | 1-42 | 141 1-38 | 1-37 | 135 | 1-33 | 132 | 131 1-30 | 1-29 | 1-27 1-25 | 1-24 | 1-22 |} 121 1119 | 117 | 115
120 1-34 | 140 | 1-39 | 1-37 | 135 | 133 | 1-31 1130 | 1-29 | 1-28 | 126 | 1-24 | 1-22 1-21 1-19 | 1-18 { 116 | 113 | 110
L) 132 | 139 | 137 | 135 | 133 | 131 1120 { 1-28 | 127 | 1'26 | 124 | 1-22 , 119 | 118 | 116 | 1'14 | 112 | 108 | 100
F__’%_Sl Sl 3 3 . . . . 2 .
=2 n / "’ whore s =S, /v, and s} =S,/v, are indopendent mean squares estimating & common variance o* and based on v, and v, degrees of froedom, respectively.
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Percentage Points of the F-distribution (Variance Ratio) (continued)

Upper 109, points

’ it 1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ©
]
1 39-86 | 49-50 |63-59 |5583 |57-24 |5820 |5891 |59-44 |659-86 |60-19 [60-71 |61-22 |61-74 |62-00 |62-26 |62-53 |62-79 |63-08 | 63-33
2 853 | 900 | 916 | 924 | 929 | 933 | 935 | 937 | 938 | 939 | 041 | 942 | 944 | 045 | 9406 | 0-47 | 947 | 948 | 949
3 5-54 | 6546 | 5-39 5-34 531 5-28 527 525 5-24 5-23 5-22 5-20 518 5-18 5-17 5-16 6:16 514 513
4 454 | 432 | 419 | 411 | 405 | 401 | 308 | 395 | 394 | 392 | 390 | 387 | 384 | 383 | 382 | 380 | 379 | 3-78 | 3-76
5 408 | 378 | 362 | 352 | 345 | 340 | 3-37 | 3-34 | 3:32 | 330 | 3-27 | 3-24 | 821 | 319 | 317 | 316 | 314 | 3-12 | 3-10
6 3718 3-46 | 3-29 318 311 3-06 3-01 2-98 2-96 2-94 290 | 2-87 2-84 2-82 2-80 | 2-78 2-18 2-74 2:72
7 359 | 326 | 3-07 2-96 2-88 2-83 2-78 2-76 2:72 2:70 2-67 2-63 2-69 2-58 2-56 2-54 2:51 2-49 2-47
8 346 | 3-11 292 2:81 273 2-67 2-62 2:69 2-56 2-54 2:60 2-46 2-42 240 | 2-38 | 2-36 2-34 2-32 2-29
9 3-36 | 301 2-81 2-69 2-61 2-66 2-51 2:47 2-44 2:42 2-38 2-34 2:30 | 2-28 | 2-28 2-23 2:21 2-18 2-16
10 329 | 292 | 273 | 261 | 252 | 246 | 241 | 238 | 235 | 232 | 228 | 224 | 220 | 218 | 2-16 [ 213 | 2-11 | 2:08 | 2-08
11 3-23 2-86 2-66 2-64 2:46 2-39 2-34 2-30 2-27 2-25 2-21 2-17 2-12 2-10 2-08 2-05 2-03 2-00 1-97
12 318 2-81 2:61 2-48 2-39 2-33 2-28 2-24 2-21 2-19 2:16 2-10 2-08 2:04 2-01 1-99 1-96 1-93 1-90
13 3-14 278 2-56 2-43 2-36 2-28 2-23 2-20 2-16 2-14 2-10 2-05 2-01 1-98 1-86 1-93 1-90 1-88 1-85
14 310 | 2:73 2-52 239 231 2-24 219 2:15 2-12 2-10 | 205 | 2-01 1-96 1-94 1-81 1-89 1-86 1-83 1-80
15 307 | 270 | 249 | 236 | 227 | 221 | 216 | 212 | 209 | 206 | 202 | 197 | 192 | 1-90 [ 1-87 | 185 | 182 | 1.79 | 176
16 305 | 267 | 246 | 233 | 224 | 2118 | 2:113 | 209 | 206 | 203 | 1-99 | 194 | 1-89 | 187 [ 1-84 | 1-81 { 178 | 175 | 1-72
17 303 | 264 | 244 | 231 | 222 | 2115 | 210 | 206 | 203 | 200 [ 196 | 191 | 1-86 | 1-84 | 181 | 178 | 176 | 172 | 1-69
18 301 | 262 | 242 | 229 | 220 | 2113 | 208 | 204 { 200 | 1-98 { 103 | 189 | 1-84 | 1-81 | 1-78 { 176 | 1-72 [ 169 | 1-66
19 299 | 261 | 240 | 2-27 | 218 | 211 | 206 [ 202 | 198 | 1-96 | 191 | 186 | 181 | 179 | 1-76 | 1-73 | 1-70 | 1-:67 | 163
20 297 | 259 | 238 | 226 | 216 | 209 | 204 | 200 | 196 | 194 { 189 | 184 ( 1-79 | 1-77 | 1-74 | 1-71 | 168 | 1-64 | 161
21 2-96 | 2-67 2-36 2-23 2-14 2-08 2-02 1-98 1-95 1-92 1-87 1-83 1-78 175 1-72 1-69 1-66 1-62 1:69
22 2-95 2:66 2-35 2-22 2-13 206 2:01 1-97 1-93 1-90 1-86 1-81 1-76 1-73 1-70 1-67 1-64 1:60 1:67
23 2-94 2-55 2:34 2-21 2-11 2:05 1-99 1-95 1-92 1-89 1-84 1-80 1-74 1:72 1-69 1-68 1-62 1-59 1:55
24 293 | 264 | 233 | 219 | 210 | 204 | 198 | 1-94 | 191 | 1-88 | 183 | 178 | 1-73 | 170 | 1-67 | 1-64 | 1-61 | 1-67 | 1-53
25 2-92 2-563 2-32 218 | 209 2:02 1-97 1-93 1-89 1-87 1-82 1-77 1-72 1-69 1-66 1-63 1-59 1-58 1-52
26 2:91 2-562 231 2:17 2-08 2-01 1-96 1-92 1-88 1-86 1-81 1-76 1-71 1-68 1-65 1-61 1-58 1-64 1-50
27 2:90 2:61 2:30 | 217 207 2-00 1-85 1-91 1-87 1-85 1-80 176 1-70 1-87 1-64 1-60 1-67 1-63 1-49
28 2-89 2:50 | 229 2:-16 2-08 2-00 1-94 1-90 1-87 1-84 1-79 1-74 1-69 1-66 1-63 1-69 1-56 1-562 148
29 2-89 2:50 | 228 | 215 2:06 1-99 193 1-89 1-86 1-83 1-78 1-73 1-68 1-65 1-62 1-68 1-56 1-51 1-47
30 288 | 249 | 228 | 2-14 | 206 | 198 | 193 | 1-88 | 185 | 1-82 | 1-77 | 172 | 1-67 | 1-64 | 1-61 | 1.57 | 154 | 1.50 | 1-46
40 2-84 2-44 2-23 2-09 2:00 1-93 1-87 1-83 179 1-76 1-71 1-66 1-61 1-57 1-54 1-61 1-47 1-42 1-38
60 2-79 2-39 2-18 2-04 1-95 1-87 1-82 1-77 1-74 171 1-66 1-60 1:54 1-51 148 1-44 1-40 1-35 1-29
120 2-76 2-35 213 1-99 1-90 1-82 1-77 1-72 1-68 1-65 1-60 1-55 1-48 1-45 1-41 1-37 1-32 1-26 1-19
@ 2-71 2-30 | 2-08 1-94 1-85 1-77 1-72 1-67 1-63 1-60 1-65 1-49 1-42 1.38 1-34 1-30 1-24 1-17 1:00
" Sx S. . . . . .
F =5=,/,0 where s} =S, /v, and s} = S,/v, are independent mean squares estimating a common variance ¢* and based on v, and v, degrees of freedom, respectively.
3 N1l Y
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Percentage Points of the F-distribution (Variance Ratio) (continued)

Upper 59, points

=

WRICR AW

1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ©
161-4 [199-5 (2157 (2246 {230-2 (2340 (236-8 [238-9 [240-5 |241-9 (2439 (2459 |248:0 [249-1 |250-1 |251-1 |252-2 12533 (2543
18:51 | 19-00 | 19-16 | 19-25 | 19-30 | 19-33 | 19-35 | 19-37 | 19-38 | 19-40 | 19-41 | 19-43 | 1945 | 19-45 | 10-46 | 1947 | 19-48 | 1949 | 19:50
10-13 9-66 | 9-28 9-12 901 8:04 8-89 8-86 8-81 8:79 8:74 8:70 8-66 8:64 8-62 8:69 8:67 8:55 8:53
771 6-04 6-59 | 639 626 | 618 609 6-04 600 | 596 591 5-86 6-80 577 515 572 5-69 566 | 563
6-61 579 541 519 5-06 495 488 4-82 477 474 4-68 4-62 4-56 453 450 446 4-43 440 | 4-36
5-99 514 | 476 | 453 4-39 | 4-28 4-21 416 410 | 408 | 400 3-94 3-87 3-84 3-81 377 374 370 | 3-67
569 474 | 435 412 3-97 3-87 379 373 3-68 3-64 3-57 3-51 3-44 3-41 3-38 3-34 3-30 3-27 3-23
532 446 | 4-07 3-84 3-69 368 3-60 | 344 3-39 3-35 3-28 3-22 318 312 3-08 3:04 301 2-97 2-93
512 | 428 386 3-63 348 | 337 329 323 318 314 3-07 3-01 2:94 290 2:86 283 2:79 276 2:71
496 | 410 371 348 3-33 3-22 314 307 3-02 2-98 291 2-85 2:77 2-74 2:70 2-66 2-62 2-58 2-5¢4
4-84 3-98 369 3-36 3:20 309 3-01 2:95 2:90 2-85 2-79 2:72 2-85 261 2:57 2-53 249 2:45 240
476 3-89 3-49 3-26 3-11 3-00 291 2:85 280 | 275 2-69 2-62 254 2-51 2-47 2:43 2-38 2-34 2-30
467 3-81 3-41 318 3-03 2-92 2-83 277 2:71 2:67 2-60 2:53 2:46 2:42 2-38 2-34 2:30 2-25 221
4-60 374 3-34 311 2:96 2-86 2:76 2:70 2:65 260 2:53 2-46 2:39 2:35 231 2-27 2-22 218 213
4-54 3-68 3-29 3-08 290 | 279 2:71 2-64 2-59 2:54 2:48 2-40 2:33 229 2-25 2-20 218 211 2-07
4-49 3-63 3-24 3-01 2-85 2:-74 2-66 2:59 2:64 2-49 2:42 2:35 2-28 224 219 2-15 2-11 2-06 2:01
445 3-69 3-20 2-96 2-81 2-70 2-61 2:55 2-49 2:45 2:38 231 2-23 219 2:15 2:-10 208 201 1-96
4-41 8-565 3-16 2-93 2711 2:66 | 2-58 2:51 2-46 241 2:34 2:27 219 215 211 2:06 202 1-97 1-92
438 362 313 2-90 2-74 2-63 2:64 2:48 2-42 2:38 2:31 223 216 2:11 2-07 203 1-98 1-93 1-88
435 3-49 310 2-87 271 2:60 2-51 245 | 239 2:35 2-28 2-20 212 2-08 2:04 1-99 1-95 1-90 1-84
432 3-47 3-07 2-84 2-68 2-57 2-49 2-42 2-37 2-32 2:25 2-18 210 ] 2:05 2-01 1-96 1-92 1-87 1-81
430 344 3-056 2-82 2-66 2-65 246 2:40 2-34 2-30 2-23 2-15 2-07 203 1-98 1-94 1-89 1-84 1-78
4-28 3-42 3-03 2:80 | 264 2-63 2-44 2-37 2-32 2-27 2-20 213 2-05 2:01 1-96 1-91 1-86 1-81 1-76
426 | 340 301 2-78 2:62 2-51 2-42 2-36 | 230 2:25 2-18 2:11 203 1-98 1-94 1-89 1-84 1-79 1-73
4-24 3-39 2:99 276 260 | 249 240 234 2-28 2-24 2-16 2:09 | 201 1-96 1-92 1-87 1-82 1-77 171
423 3-37 2:-98 2-74 2:69 247 2-39 2-32 2-27 2:22 2-15 2-07 1-99 1-95 1-90 1-85 1-80 1-75 1-69
421 336 | 296 273 2-57 2-46 2-37 2:31 2-25 220 | 213 2-06 1-97 1-93 1-88 1-84 1-79 1-73 1-67
4-20 334 | 295 2:71 2:66 | 245 2-36 2-29 2-24 2:19 2-12 204 1-96 1-91 1-87 1-82 1-77 1-71 1-65
418 333 2-93 2:70 2:65 243 2:35 228 2:22 218 2-10 2-03 1-94 1-90 1-85 1-81 176 1-70 1-64
417 3-32 2-92 2-69 2-63 2-42 2-33 2:27 2:21 2-16 2:09 2-01 1-93 1-89 1-84 1-79 1-74 1-68 1-62
408 3-23 2-84 2-61 2-45 2-34 2:25 | 218 212 208 2-00 1-92 1-84 1-79 1-74 1-69 1-64 1-58 1-61
4-00 315 2:76 2-53 2:37 2:25 217 210 2-04 1-99 1-92 1-84 175 1-70 1-65 1-69 1-63 1-47 1-39
3-92 307 268 2-45 2:29 217 2:09 2-02 1-96 1-91 1-83 1-75 1-66 1-61 1-55 | 1-50 1-43 1-35 1-25
3-84 300 | 260 2:37 221 2:10 2:01 1-94 1-88 1-83 175 1-67 1-57 1-52 1-46 1-39 1-32 1-22 1-:00

S,
/ =%, where s} = 8, /v, and s} = §,/v, are independent mean squares estimating a coramon variance o® and based on v, and v, Jegrees of freedom, respectively.
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Percentage Points of the F-distribution (Variance Ratio) (continued)
Upper 2:59%, points

g 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ©
1 [6478 | 7995 | 8642 | 8996 | 9218 |9037-1 |948-2 |9567 | 9633 |0686 9767 |9849 | 0031 [997-2 | 1001 [10068 |1010 |1014 1018
2 | 38651 39-00| 3917 39-25| 39:30| 39-33| 3936 | 39-37| 3939 39-40| 3941| 39-43| 39-45| 3946 3946 39.47| 3948| 3949| 3950
3 | 1744 1604 | 1644 | 1510| 1488 1473 | 1462 | 14-564| 14-47| 1442 143¢| 1425| 1417 1412| 1408 1404| 1399| 1395| 13-90
4 | 1222| 10e5| 998| 960| 936 920| 907| 898 890| 884| 875| 866| 866| 851 846| 841 836( 83l 8-26
5 | 1001| s843| 776| 739| 715| 698| 685| 676 668 e62| e52| 643| 633| e28| 623| 618| 612 607 6-02
6 | 88| 726! 660| 623 s599| 582 70| 560| 6552 &546| 537] 827 517| 512] 507 5-01 496 490| 485
7 | 807| 654| 689) 552 629 6512| 499| 490 482| 476| 467| 457 447| 442 438| 431 4251  420| 414
8| 751| 606| 642| 505| 482 465| 453| 443 436| 430| 420| 410| 400| 395 38| 384] 378 373|367
9 | 721| &71| 6508| 472| 448| 432| 42| 410| <o03| 396| 387| 377 367| 361 356| 351 345| 339| 333
694| 546| 483 447| 424| 407 395| 385( 378| 372| 362| 352 342| 337 331 3-26| 32| 314 308
672| 526| 463| 428 404| 388 376| 366( 359| 353| 343| 333| 323| 317| 312| 306| 300| =2904| 288
655| 610| 447| 412| 389| 373| 361| 351| 344 337 328| 318| 307| 302 298| 291 2-85 279 272
641| 497| 435| 400 377| 360 348| 339| 331| 325 315| 305| 2905 289| 284 278 272 266| 260
630 486| 424| 389| 366| 350| 338 329 321| 315| 305| 295 284| 279 273 267 2:81 2556| 249
620 477| 415| 380| 358| 341| 329| 32| 312| 308| 298| 288| 276| 270| 264 259 2-52 246| 240
612| 469| 408| 373 350| 334| 322 312| 305| 299] 280| 279 268 263 2-67 251 2-45 238 232
604| 462 401| 366| 344| 328| 316| 306| 298| go2| 282 272| 262| 256| 260| 244 238 2-32 2-25
598| 45| 395 361! 338 322| s10| 301| 293| 287 277| 267| 2856| 250| 244| 238| 232 2:26| 219
592| 45| 390| 356 333| 317| 305 296| 288| 282| 272] 262| 251| 245 239| 233] 227 220 213
587| 446| 38| 351] 320 313| 301| 201| 284| 277| 268] 257| 248 241 2-35 229 222 216| 209
583| 442| 382| 348| 325 309| 297| 287 280 273| 264| 253 242 237 231 225| 218 211 2-04
579| 438| 378 344| 322| 305| 293 284| 276| 270| 260| 250| 239] 233 227 2:21 214 208 2-00
675| 435| 375| 341| 318| 302| 290| 28| 273| 267| 257| 247| 236| 230 224 218| 211 204 197
672| 432| 372| 338| 318| 299 287| 278 270| 264 254| 244| 233| 227 2-21 215| 208 2-01 104
560| 420 369| 335 313| 297| 285| 275| 268| 261| 251| 24| 230| 224 218 212 2:05 198 191
566| 427| 367| 333 310 2904| 282| 273| 265| 259| 249| 230| =228| 222 218| 200 203 195 1-88
563| 424| 365| 331| 308] 292| 280| 27| 263| 257| 247| 236| 225| 2i19| 213 2:07 2-00 193 185
561 422| 363| 329| 308| 290| 278 269| 261 255| 245| 234{ 223| 217 211 2-05 1-98 1-91 1-83
5690| 420 361 327| 304 288 276| 267| 269| 253| 243| 232| 221| 215 209| 203 1-96 1-89 1-81
567, 418| 359| 325| 303] 287 275| 265| 267| 261| 241| 231 22| 214| 207 2:01 194 1-87 179
5642| 405| 346| 313| 290 274 262| 263| 245 239| 22| 218| 207] 201 1-94 1-88 1-80 172 1-64
629 393| 334| 301| 279 263| 261| 241 233 227| 217| 206] 1904| 188 182 1-74 1-67 1-58 148
615| 380 323| 289| 267| 262| 239| 230 222| 216| 205| 194] 182| 176 1-69 1-61 163 143 131
502 369 312! 279| 257| 241| 229 219| 211| 205| 194] 183 1.71| 164 1-67 148 1-39 1-27 1-00
’?_Sl Sy

=a=uln where #] =S, /v, and &} =8,/v, are independent mean squaros estimating a common variance o* and based on v, and v, degrees of freedom, respectively.
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Percentage Points of the F-distribution (Variance Ratio) (continued)
Upper 19, points

vy

VRN R AW

1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 @®
4052 4999-5 65403 5625 5764 5869 5928 5981 6022 6056 61068 6167 6209 6235 6261 6287 6313 6339 6366
9850 99-00| 9917| 99-25| 9930| 99-33| 9938 99-37| 99-39| 99-40| 99-42| 99-43| 9945| 0946 9947 99-47| 9948| 099-49 99-50
34-12| 3082| 2046 2871| 2824| 27.91| 27-67| 2749 2735 27-23| 27-05| 26:87| 2669 26:60| 26:50| 26-41  26-32 26-22| 26-13
21-20| 1800| 1669 15908| 1552| 1521| 14-98| 14-80| 14-66| 1465 14-37| 1420 14-02| 1393| 1384 1375 13-65 13-56| 13-46
16-26 | 13-27| 12:08{ 11-39| 1097 10-67| 1046 1020 10-16] 10-05 9-89 9-72 965 9-47 9-38 9-29 9-20 9-11
13-76| 10-92 9-78 916 8-76 8-47 8-26 8:10 7-98 7-87 772 7-58 7-40 7-31 7-23 714 7-06 6-97 6-88
12-:25 9-55 8-45 7-85 7-48 7-19 6-99 6-84 6-72 6-62 647 6-31 6-16 6:07 5-99 591 582 5-74 565
11-26 8-65 7-569 7-01 6-63 6:37 618 6:03 591 5-81 567 5-62 5-36 528 5-20 512 5-03 4-95 .
10-56 8-02 6-99 6-42 6-06 5-80 5-61 5-47 5-356 5-26 511 496 481 473 4-65 4-57 4-48 440 431
10-04 7-66 6-55 5-99 5-64 5-39 5-20 5-08 4-94 4-85 471 4-56 4-41 433 4-25 417 4-08 400 3
9-65 7-21 6-22 567 532 5-07 489 4-74 4-63 4-54 4-40 425 410 402 3-94 386 378 3-69 3
9-33 693 595 541 5-08 4-82 4-64 4-50 4-39 4-30 416 4-01 3-86 3-78 3:70 3-62 3-54 3-45 3
907 670 574 521 4-86 4-62 4-44 4-30 419 410 3-96 382 3-66 3-69 3:51 3-43 3-34 3-25 3
8-86 6:61 5-56 504 4-69 4-46 4-28 414 403 3-94 3-80 3-66 3-561 3-43 3-35 3-27 3-18 3-09 3
8-68 636 5-42 4-89 4-56 4-32 414 4-00 3-89 3-80 3-67 3-52 3:37 3-29 3-21 313 3-05 2-96 2:
863 6-23 5-29 477 4-44 4-20 4-03 3-89 3-78 3-69 3-65 3-41 3-26 3-18 310 3-02 2-93 2-84 2:
8-40 6-11 5-18 4-67 4-34 4-10 3-93 379 3-68 3-69 3-46 3:31 316 3-08 3-00 2-92 2-83 2-75 2
8-29 6-01 5-09 4-58 4-256 401 3-84 3-71 3-60 3-61 3-37 3-23 3-08 3-00 2-92 2-84 276 2-66 2-
8-18 593 5-01 4-50 417 3-94 377 3-63 352 343 3-30 315 3-00 292 2-84 2:76 2-67 2-58 2-
810 5-85 494 4-43 410 3-87 3-70 3-66 3-46 337 3-23 3-09 2-94 2-86 2-78 2-69 2:61 2-52 2-
8-02 578 487 4-37 4-04 381 3-64 3-61 3-40 3:31 317 3-03 2-88 2-80 2:72 2-64 2-85 2-46 2
7-95 572 4-82 4-31 3-99 3-76 3-69 3-45 3-36 3-26 312 2-98 2-83 2:75 2-67 2-58 2-50 2-40 2
7-88 5-66 4-76 4:26 3-94 371 3-54 3-41 3-30 321 3-07 2-03 2:78 2:70 2-62 2-54 2:45 2:35 2
7-82 561 472 4-22 3-90 3-67 3-50 3-36 3-26 317 3-03 2-89 2:74 2-66 2-568 2-49 2-40 2-31 2.
717 567 4-68 4-18 3-85 3-63 3-46 3-32 3-22 313 299 2-85 2-70 2-62 2-54 2-45 2-36 2-27 2
772 563 464 414 3-82 369 3-42 3-29 318 3-09 2-96 2-81 2-66 2:58 2-50 242 2:33 2-23 2-
7-68 5-49 4-60 411 3-78 3-66 3-39 3-26 315 3-06 2-93 2718 2-63 2-55 2-47 2-38 2-29 2-20 2-
7-64 5-45 4-57 4-07 376 3-53 3-36 3-23 312 3-03 290 275 2-60 2-52 2-44 2-35 2:26 217 2
7-60 542 4-64 404 3:73 3-50 3-33 3-20 3-09 3-00 2-87 273 2:67 2:49 2-41 2-33 2:23 214 2-
7-66 5-39 451 4-02 3-70 3-47 3-30 3-17 3-07 2-68 2-84 2:-70 2-56 2-47 2:39 2-30 2-21 2-11 2
7-31 518 431 3-83 3:51 3-29 312 2-99 2-89 2-80 2:68 2-62 2-37 2-29 2:20 211 2-02 1-92 1-
7-08 4-98 413 3-65 3-34 312 2-95 2-82 2-72 2-63 2:50 2:35 2-20 2-12 2-03 1-94 1-84 1-73 1-
685 479 3-95 348 317 2-98 2-79 2-66 2-56 247 2-34 2:19 2-03 1-95 1-86 1-76 1-66 1-53 1
6-63 4-61 3-78 3-32 3-02 2-80 2-64 2-51 241 2:32 2:18 2-04 1-88 1-79 1-70 1-69 1-47 1-32 1

s S, /S
F= ;i =v—: / ;:. where s? =S, /v, and 83 =S,/v, are independent mean squares estimating a common variance o* and based on », and v, degrees of freedom, respectively.
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Percentage Points of the F-distribution (Variance Ratio) (continued)
Upper 0-59%, points

VONNCN NN

1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120
16211 120000 216156 22500 (23056 123437 |23715 23025 (24091 (24224 (24426 |24630 (24836 (24940 25044 (25148 (25253 (25359
1985 199-0 199-2 199-2 199-3 199-3 199-4 199-4 199-4 199-4 199-4 199-4 199-4 199-6 199-5 199-5 199-6 199-5
55-65 49-80 47-47 46-19 45-39 44-84 44-43 44-13 43-88 43-69 43-39 43-08 42-78 42-62 42-47 42-31 42-15 41-99
31-33 26-28 24-26 23-15 22-46 21-97 21-62 21-35 21-14 20-97 20-70 20-44 2017 20-03 19-89 19:76 19-61 19-47
2278 18-31 16-53 15-56 14-94 14:61 14-20 13-96 13-77 13-62 13-38 13-156 12-90 12-78 12-66 12-53 12-40 12-27
18-63 14-54 12-92 12-03 11-46 11-07 10:79 10-57 10-39 10-25 10-03 9-81 9-59 9-47 9-36 9-24 912 9-00
16-24 12-40 10-88 10-05 9-52 9-16 8-89 8-68 8:51 8-38 8-18 7-97 7-15 7-65 7-53 7-42 7-31 7-19
14-69 11-04 9-60 8-81 8:30 7-95 7-69 7-60 7-34 7-21 7-01 8-81 6-681 6-50 6-40 6-29 6-18 6-06
13-61 10-11 872 7-96 7-47 7-13 6-88 6:69 6-64 6-42 6-23 6-03 5-83 573 562 5:52 541 5-30
12-83 9-43 8-08 7-34 6-87 8:54 6:30 612 597 5-85 5-60 5-47 5-27 517 5-07 4-97 486 475
12-23 8-91 7-60 6-88 842 610 5-86 568 554 5-42 5-24 5-05 4-86 476 4-65 4-55 4-44 4-34
1175 8-51 7-23 652 6-07 576 552 6-35 520 5-09 491 4-72 4-53 4:43 433 423 412 4-01
11-37 8-19 6-93 623 679 548 5-25 508 4-94 4-82 4-64 4-46 4-27 417 407 397 3-87 3-76
11-08 7-92 6-68 6-00 5-66 5-26 5-03 4-86 4-72 4-60 4-43 4-25 4-06 3-96 3-86 3-76 3-66 3:05
10-80 7-70 648 5-80 537 5-07 485 4-67 4-54 442 4-25 4-07 3-88 3-79 3-69 3-58 348 3-37
10-58 7-51 6:30 5-64 5-21 491 469 4-52 4-38 4-27 410 3-92 373 3-64 3-54 3-44 3-33 322
10-38 7-35 616 5-50 507 478 4:56 439 425 414 397 3-79 3-61 3-51 3-41 3:31 3-21 310
10-22 7-21 6-03 537 4-96 4-66 444 4-28 414 4-03 3-86 3-68 3-50 3-40 3-30 320 310 2-99
10-07 7-09 592 5-27 4-85 466 4-34 418 4-04 393 3-76 359 3-40 331 321 311 3-00 2-89
0-94 6-99 5-82 517 476 4-47 4-26 409 3-96 3-85 3-68 3-560 332 3-22 312 302 2-92 2:81
9-83 6-89 573 509 4-68 4-39 418 4-01 3-88 377 3-60 3-43 3-24 315 3-05 2-95 2-84 2-73
9-73 6-81 565 5-02 461 432 411 3-94 3:81 3:70 354 3-36 318 3-08 2-98 2-88 2-77 2-66
9-63 6-73 5-68 4-95 454 426 405 388 375 3-64 3-47 3-30 312 3-02 2:92 2-82 271 2-60
9-65 6-66 5-52 489 4-49 420 399 3-83 3:69 359 342 3-25 3-08 297 2-87 277 2-66 2-55
9-48 8-60 5-46 484 4-43 4156 3-94 378 3-64 3-54 3-37 3-20 3-01 2-92 2-82 2:-72 261 2:50
9-41 6-54! . 541 479 4-38 410 3-89 373 3-60 3-49 3-33 315 2-97 2-87 277 2-67 2-56 2-45
9-34 649 5-36 474 4-34 406 385 3-69 3:56 345 3-28 311 2-93 2-83 2:73 2-63 2:52 241
9-28 4-44 532 470 4-30 402 3:81 3-65 3:62 3-41 3-25 3-07 2-89 2:79 269 2-59 248 2-37
9-23 6-40 528 4-66 426 398 317 3-61 348 3-38 321 3-04 2-86 2-76 2-66 256 245 2:33
9-18 6-35 524 4-62 423 3-95 3-74 3-58 3-45 3-34 318 3-01 2-82 2-73 2-63 2:52 2-42 2-30
883 6-07 4-98 4-37 3-99 371 3-51 335 3-22 312 2-95 2:78 2:60 2-50 2-40 2-30 218 2-06
8-49 5-79 473 414 376 349 329 3-13 3-01 2:90 2-74 2-57 2:39 2-29 2-19 2-08 1-96 1-83
8-18 5-54 4560 3-92 3-55 3-28 3-09 2:93 2-81 2:71 2:54 2-37 2-19 2-09 1-98} 1-87 1-75 1-61
7-88 5-30 428 372 3-35 309 2-90 274 2-62 2:52 2-36 219 2:00 1-90 1-79 1-67 1-53 136

=— =§’ i’. where 8] =3, /v, and &} =8S,/v, are independent mean squares estimating & common variance o* and based on v, and v degrees of freedom, respectivel.
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Percentage Points of the F- distribution (Variance Ratio) (continued)
Upper 0-19%, points

, "l 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 ®
]

1 |4053* |s000* |s404* |5625% |[5764% |5850* |5920* |5981* |6023* [6056* |6107* [6158* [6200% 6235 |6261* |6287% [6313* |6340% |6366°

2 9986 999-0 999-2 999-2 999-3 999-3 999-4 999-4 999-4 999-4 999-4 999-4 999-4 999-56 999-5 999-6 999-5 999-5 999-5

3 167-0 148-5 1411 1371 134-6 132-8 131-6 130-6 129-9 129-2 1283 1274 126-4 1259 125-4 125-0 1245 1240 1235
4 | 7414 6125 | 5618 | 5344 | 6171 | 5053 | 4966 | 4900 | 4847 | 4805 | 4741 | 4676 | 4610 | 4677 | 4543 | 4509 | 4475 | 4440 | 4405
5 | 4718 | 3712 3320 | 31:00| 2075 | 2884 | 2816 | 2764 | 2724 | 2692 | 2642 | 2501 | 2539 | 2514 | 2487 | 2460 | 2433 | 2406 | 2379
6 35-51 27-00 2370 21-92 20-81 20-03 19-46 19-03 1869 18:41 17-99 17-66 1712 16-89 16-67 16:44 16-21 15-99 16-78
7 29-25 21-69 1877 17-19 16:21 15-52 1502 14-63 14:33 14-08 13-71 13-32 12-93 1273 12-53 12-33 1212 1191 1170
8 25-42 18:49 15-83 14-39 13-49 12-86 12-40 1204 11-77 11-54 11:19 10-84 10-48 10-30 10-11 9-92 9-73 9-53 933
o | 2286| 1639 | 1390| 1266 | 1171 | 1113 | 1070| 1037 1011 | 989 | 957| 924| 890| 872| 8655| 837| 819| 800| 781
10 | 2104| 1491 | 1285 1128 1048| 902| 952| 920| 896| 875| 845| 813| 780 | 764 747| 730| 7T12| 694 676
11 19-69 13-81 11:56 10-36 9-58 9-05 8-06 8:35 812 7-92 7-63 7-32 7-01 6:85 668 6:52 6:35 617 6-00
12 | 1864 | 1297| 1080| 963| 889 | 838| 800| 771| 748| 729| 700| 671| 640| 625 609| 593| 576| 559| 642
13 | 1781] 1231 | 1021| 907 835| 78| 749| 721| 98| e8| 652| 23| 593| 578! 6563| 547| 630| b514| 497
14 17:14 1178 9-73 8-62 7-92 7-43 7-08 680 668 6-40 613 5-85 5-56 541 6525 510 494 477 4-60
15 16-59 11-34 9-34 8:25 7-67 7-09 674 647 626 6-08 581 564 525 510 4-95 4-80 4-64 447 431
16 16-12 10-97 9-00 7-94 7-27 6-81 6-46 619 598 5-81 6555 527 499 4-85 4-70 4-54 4-39 4-23 4:08
17 16-72 10-66 873 7-68 7:02 6:656 6-22 596 575 558 5-32 505 4-78 4-63 4-48 433 4-18 402 3-85
18 15-38 10-39 849 7-46 681 6-36 6-02 5:76 556 539 513 4-87 4-59 445 4-30 415 4-00 3-84 3-67
19 15-08 10-16 828 7-28 6-62 618 585 559 539 522 4-97 4-70 443 4-29 414 3-99 3-84 3-68 3-51
20 14-82 9-95 8-10 7-10 6-46 602 5-69 6-44 524 5-08 482 456 429 415 4-00 3-86 3-70 3-54 3-38
21 14-59 9-77 7-94 6-95 6-32 5-88 556 531 511 4-95 470 4-44 417 403 3-88 374 3-58 3-42 3.-26
22 14-38 9-61 7-80 681 619 576 6544 519 4-99 483 4-58 4-33 406 3-92 3-78 3-63 3-48 3-32 316
23 14-19 947 7-67 6:69 6-08 565 6-33 509 4-89 473 4-48 4-23 3-96 3-82 3-68 3-53 3-38 3-22 3-06
24 14:03 9-34 7-66 659 598 5-66 5-23 4-99 4-80 4-64 439 4-14 3-87 374 3-59 3-45 3-29 314 2-97
25 13-88 9-22 7-45 6-49 588 5-46 515 4-91 471 4-56 431 4006 3-79 3-66 3-52 3-37 3-22 3-08 2-89
26 13-74 912 7-36 6-41 580 5-38 507 4-83 4-64 4-48 4-24 3-99 372 3-59 344 330 315 2-99 282
27 13-61 9-02 7-27 6-33 6573 5-31 5-00 476 4-57 4-41 4-17 3-92 3-60 3-52 3-38 3-23 3-08 2-92 276
28 13-50 8:93 7-19 6-25 566 524 493 4-69 4-50 4-35 4-11 3-86 3-60 3-46 332 318 3-02 2-86 2-69
29 13-39 8-85 7-12 619 569 5-18 487 4-64 4-45 4-29 405 3-80 3-54 341 3-27 312 2:97 2-81 2-64
30 | 1329| s877| 705| e12| 663 s12| 482 4858| 430 424 400| 375 3490| 336| 322| 307| 202| 278| 259
40 12-61 8:25 660 570 513 473 4-44 4-21 4-02 3-87 3:64 340 315 3-01 287 273 2:57 2:-41 223
60 11:97 7-76 617 5-31 476 4-37 4-09 3-87 369 3:54 3:31 3-08 2:83 2-69 2-55 2-41 2:25 2:08 1-89
120 11-38 7-32 6579 4-95 4-42 404 377 3-55 3-38 3-24 3-02 2:78 2:63 2-40 2:26 211 1-95 1:76 1-564
o | 1083| 691| 642| 462| 410| 374 347 327| 310| 2906| 274| 251| 227| 213| 199| 184| 166| 145| 100

¢ Multiply these entries by 100.
This 0-1 9, table is based on the following sources: Colcord & Deming (1935); Fisher & Yates (1953, Table V) used with the permission of tho authors and of Messrs Oliver and Boyd;

Norton (1952).

This table was reprinted from Biometrika Tables for Statisticians, Vol. 1, 3rd Edition, Table 18, with the permission of the Biometrika Trustees.
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Percentage Points of the t-distribution

Q=04 0-25 0-05 0-025 0-005 0-0025 0-0005

Y | 2Q=0-8 0-5 01 0-05 0-01 0-005 0-001

1 0-325 1-000 6314 12-706 | 63-657 127-32 636-62
2 -289 0-816 2-920 4-303 9-925 14-089 31-598
3 277 765 2-353 3-182 5-841 7-453 12-924
4 271 ‘741 2-132 2:776 4-604 5-598 8610
5 0-267 0-727 2-016 2:671 4-032 4773 6-869
6 -265 718 1-943 2-447 3-707 4317 5959
7 263 711 1-895 2-365 3-499 4-029 56-408
8 262 +708 1-860 2-306 3-355 3-833 5:041
9 -261 +703 1-833 2-262 3-250 3-690 4781
10 0-260 0-700 1-812 2-228 3-169 3-581 4-587
11 -260 897 1-706 2-201 3-106 3-497 4-437
12 2569 695 1-782 2179 3-055 3-428 4-318
13 -259 694 1-771 2-160 3-012 3372 4-221
14 258 692 1-761 2-145 2977 3-326 4140
15 0-258 0-691 1-763 2131 2-947 3-286 4073
16 268 -690 1-746 2:120 2:921 3-252 4015
17 257 -689 1-740 2:110 2-898 3-222 3-965
18 -257 688 1-734 2:101 2-878 3-197 3-922
19 267 -688 1-729 2093 2-861 3174 3-883
20 0-257 0-687 1-725 2-086 2:845 3-153 3:850
21 -257 686 1-721 2-080 2-831 3-135 3-819
22 -256 -686 1717 2-074 2-819 3-119 3-792
23 256 686 1-714 2-069 2-807 3-104 3-767
24 -266 -685 1-711 2-064 2:797 3-091 3745
25 0-256 0-684 1-708 2-060 2-787 3-078 3-725
26 -2566 -684 1-708 2-056 2-779 3-087 3707
27 256 ‘684 1-703 2-052 2-771 3-057 3:690
28 256 683 1-701 2-048 2-763 3-047 3-674
29 256 683 1-699 2045 2:766 3-038 3-659
30 0-256 0-683 1-697 2:042 2:750 3-030 3-646
40 255 -681 1-684 2:021 2:704 2:971 3:551
60 254 679 1-671 2:000 2-660 2-916 3-460
120 254 677 1-658 1-980 2-617 2-860 3-373
-] -263 ‘674 1-645 1-960 2:576 2:807 3-291

Q=1— P(t|») is the upper-tail area of the distribution for v degrees of freedom, appropriate for use in a single-
tail test. For a two-tail test, 2Q muat be used.

This table was reprinted from Biometrika Tables for Statisticians, Vol. 1, 3rd Edition, Table 12, with the permission of the Biometrika Trustees.
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Percentage Points of the X!-Distribution

\Q\ 0-995 0-990 0-975 0-950 0-900 0-750 0-500
1 4
1 [392704.10-10) 157088.10-* | 982069.10-* | 393214.10-* | 0-0157908 | 0-1015308 | 0-454936
2 | 00100251 | 0-0201007 | 0-0506356 | 0-102587 0-210721 | 0-575364 | 1-38629
3 | 00717218 | 0114832 0-215795 0-351846 0-584374 | 1-212534 | 236597
4 | 0206989 0-297109 0-484419 0-710723 1-063623 | 1.92256 3-35669
5 | 0411742 0-554298 0-831212 1-145476 1-61031 2-67460 4-35146
6 | 0675727 0-872090 1-23734 1-63538 2-20413 3-45460 5-34812
7 | 0989256 1-239043 168987 2:16735 2-83311 4-25485 6-34581
8 | 134441 164650 2-17973 2.73204 3-48954 5-07064 7-34412
9 | 173493 2:08790 2-70039 3-32511 4-16816 5-89883 8-34283
10 | 215586 2-55821 3-24697 3-94030 4-86518 6-73720 9-34182
11 | 260322 3-05348 3-81575 4-57481 5-57778 7-58414 | 10-3410
12 | 307382 3-57057 4-40379 5-22603 630380 843842 | 11-3403
13 | 356503 4-10692 5-00875 5-89186 7-04150 9-20907 | 12-3398
14 | 407467 4-66043 5-62873 6-57063 7-78953 | 101653 13-3393
15 | 460092 5-22935 6-26214 7-26094 8:54676 | 11-0365 143389
16 | 514221 5-81221 6-90766 7-96165 931224 | 11-9122 15-3385
17 | 569722 6-40778 7-56419 8-67176 10-0852 127919 16-3382
18 | 626480 7-01491 8-23075 9-39046 10-8649 13-6753 17-3379
19 | 684397 7-63273 8-90652 101170 11-6509 145620 18-3377
20 | 7-43384 8-26040 9-59078 10-8508 124426 15-4518 19-3374
21 | 803365 8-89720 10-28293 11-5913 13-2396 16-3444 20-3372
22 | 864272 9-54249 10-9823 12:3380 140415 17-2396 21-3370
23 | 926043 10-19567 11-6886 13-0905 14-8480 181373 22-3369
24 | 988623 10-8564 12-4012 13-8484 15-6587 19-0373 23-3367
25 | 10-5197 11-5240 131197 146114 16-4734 19-9393 24-3366
26 | 11-1602 121981 13-8439 15:3792 17-2919 20-8434 25-3365
27 | 11-8076 128785 14-5734 161514 18-1139 21-7494 26-3363
28 | 12:4613 13-5647 153079 16-9279 18-9392 226572 27-3362
29 | 131211 14-2565 16-0471 177084 197677 23-5666 28-3361
30 | 13.7867 14-9535 16-7908 18-4927 20-5992 24-4776 29-3360
40 | 20-7065 22.1643 24-4330 26-5093 29-0505 33-6603 39-3353
50 | 27-9907 29-7067 32-3574 34-7643 37-6886 42.9421 49-3349
60 | 35-5345 37-4849 40-4817 43-1880 46-4589 52-2938 59-3347
70 | 43-2752 45-4417 48-7576 51-7393 55-3289 61-6983 69-3345
80 | 51-1719 53-5401 57-1532 60-3915 64-2778 71-1445 79-3343
90 | 59-1963 61-7541 65-6466 69-1260 73-2911 80-6247 89-3342
100 | 67-3276 70-0649 74-2219 77-9295 823581 90-1332 99-3341
x |_2.5758 ~2:3263 —1-9600 —1-6449 ~1-2816  |—0-6745 0-0000

Q=QUt M= 1= LU 1M =2V () et




Percentage Points of the X*-Distribution (continued)

Q 0-250 0-100 0-050 0-025 0010 0-005 0-001
14
1 1-32330 2-70554 3-84146 5-02389 6-63490 7-87944 10-828
2 2-77259 4-60517 5-99146 7-37776 9-21034 10-5966 13-816
3 4-10834 6-25139 7-81473 9-34840 11-3449 12-8382 16-266
4 5-38527 7-717944 9-48773 11-1433 13-2767 14-8603 18-467
5 6-62568 9-23636 11-0705 12-8325 15-0863 16-7496 20-515
6 7-84080 10-6446 12-5916 14-4494 16-8119 15-5476 22-458
7 9-03715 12-0170 14-0671 16-0128 18-4753 20-2777 24-322
8 10-2189 13-3616 15-5073 17-5345 20-0902 21-9550 26-125
9 11-3888 14-6837 16-9190 19-0228 21-6660 23-5894 27-877
10 12-5489 15-9872 18-3070 20-4832 23-2093 25-1882 29-588
11 13-7007 17-2750 19-6751 21-9200 24-7250 26-7568 31-264
12 14-8454 18-5493 21-0261 23-3367 26-2170 28-2995 32-909
13 15-9839 19-8119 22:3620 24-7356 27-6882 29-8195 34-528
14 17-1169 21-0641 23-6848 26-1189 29-1412 31-3194 36-123
15 18-2451 22-3071 24-9958 27-4884 30-5779 32-8013 37-697
16 19-3689 23-5418 26-2962 28-8454 31-9999 34-2672 39-252
17 20-4887 24-7690 27-5871 30-1910 33-4087 35-7185 40-790
18 21-6049 25-9894 28-8693 31-5264 34-8053 37-1565 42-312
19 22-7178 27-2036 30-1435 32-8523 36-1909 38-5823 43-820
20 23-8277 28-4120 31-4104 34-1696 37-5662 39-9968 45-315
21 24-9348 29-6151 32:6706 35-4789 38-9322 41-4011 46-797
22 26-0393 30-8133 33-9244 36-7807 40-2894 42-7957 48-268
23 27-1413 32:0069 35-1725 38-0756 41-6384 44-1813 49-728
24 28-2412 33-1962 36-4150 39-3641 42-9798 45-5585 51-179
25 29-3389 34-3816 37-6525 40-6465 44-3141 46-9279 52-618
26 30-4346 35-5632 38-8851 41-9232 45-6417 48-2899 54-052
27 31-5284 36-7412 40-1133 43-1945 46-9629 49-6449 55-476
28 32-6205 37-9159 41-3371 44-4608 48-2782 50-9934 56-892
29 33-7109 39-0875 42-5570 45-7223 49-5879 52-3356 58-301
30 34-7997 40-2560 43-7730 46-9792 50-8922 53-6720 59-703
40 45-6160 51-8051 55-7585 59-3417 63-6907 66-7660 73-402
50 56-3336 63-1671 67-5048 71-4202 76-1539 79-4900 86-661
60 66-9815 74-3970 79-0819 83-2977 88-3794 91-9517 99-607
70 77-56767 85-5270 90-5312 95-0232 100-425 104-215 112-317
80 88-1303 96-5782 101-879 106-629 112-329 116-321 124-839
90 98-6499 107-565 113-145 118-136 124-116 128-299 137-208
100 | 109-141 118-498 124-342 129-561 135-807 140-169 149-449
X +0-6745 +1-2816 +1-6449 +1-9600 +2-3263 +2:5758 +3-0902

For v> 100 take

according
P=1- Qt

This table was reprinted from Biometrika Tables for Statisticians,

e l- g+ X Jaf o w=iE+Je-1

to the degree of accuracy required. X is the standardized normal deviate corresponding to
and is shown in the bottom line of the table.

Vol. 1, 3rd Edition, Table 8, with the permission of the Biometrika Trustees.
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